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Abstract—Large off-chip L3 caches can significantly improve the performance of memory-intensive applications. However,

conventional L3 SRAM caches are facing two issues as those applications require increasingly large caches. First, an SRAM cache

has a limited size due to the low density and high cost of SRAM and, thus, cannot hold the working sets of many memory-intensive

applications. Second, since the tag checking overhead of large caches is nontrivial, the existence of L3 caches increases the cache

miss penalty and may even harm the performance of some memory-intensive applications. To address these two issues, we present a

new memory hierarchy design that uses cached DRAM to construct a large size and low overhead off-chip cache. The high density

DRAM portion in the cached DRAM can hold large working sets, while the small SRAM portion exploits the spatial locality appearing in

L2 miss streams to reduce the access latency. The L3 tag array is placed off-chip with the data array, minimizing the area overhead on

the processor for L3 cache, while a small tag cache is placed on-chip, effectively removing the off-chip tag access overhead. A

prediction technique accurately predicts the hit/miss status of an access to the cached DRAM, further reducing the access latency.

Conducting execution-driven simulations for a 2GHz 4-way issue processor and with 11 memory-intensive programs from the

SPEC 2000 benchmark, we show that a system with a cached DRAM of 64MB DRAM and 128KB on-chip SRAM cache as the off-chip

cache outperforms the same system with an 8MB SRAM L3 off-chip cache by up to 78 percent measured by the total execution time.

The average speedup of the system with the cached-DRAM off-chip cache is 25 percent over the system with the L3 SRAM cache.

Index Terms—Cached DRAM, DRAM latency, memory hierarchy, memory-intensive applications, off-chip caches.
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1 INTRODUCTION

ASthe processor-memory speed gap continues to widen,
application performance is increasingly dependent on

the performance of memory hierarchy. The design and
optimization of memory hierarchy involve trade offs among
a number of factors, such as the number of cache levels,
cache size, access latency, cost, and power consumption.
Modern processors have included two-level caches on-chip.
However, the sizes of on-chip caches are limited. For
example, the 2.4 GHz Pentium 4 processor has only 512KB
L2 cache. Many applications have large working sets that
cannot fit into such on-chip caches. Architects have
provided a large off-chip L3 cache to further reduce the
number of main memory accesses. For example, an early
study [9] shows that adding a 2MB off-chip L3 cache to
AlphaServer 4100 (with 96 KB on-chip L2 cache) can
improve the performance of memory-intensive workloads
by 20 percent.

Ideally, an off-chip L3 cache should be large enough to
hold the working sets for most applications and fast enough
to reduce the memory access latency. Off-chip L3 caches are
normally made by SRAM, the same technology used for

on-chip caches. SRAM is fast but has several limitations of

being off-chip caches. First, because of the low density and

high cost of SRAM, the size of an SRAM cache is usually

limited to less than 10 megabytes, which is not large enough

for of many memory-intensive applications. As Fig. 1

shows, the cache miss rates of the selected SPEC 2000

benchmarks drop significantly as the cache size increases

beyond a certain point. For example, the number of misses

per 100 instructions of 179.art drops from 1.22 to almost

zero as the L3 cache size increases from 2MB to 4MB and

that value of 189.lucas drops from 1.17 to 0.24 as the cache

size increases from 8MB to 32MB. A 2MB SRAM cache will

benefit none of these applications, while a 4MB cache will

benefit only one application (179.art).
Second, because the volume of L3 tags is large and the tags

are usually stored off-chip, the L3 tag checking overhead is

significant and increases L3 cache miss penalty. The

performance of some memory-intensive applications can be

harmed by the use of off-chip cache. For instance, a study on

AlphaServer [9] reports that, because of the increased

memory access latency, the off-chip cache can degrade the

performance byup to 10 percent for those applicationswhose

working sets cannot fit into the off-chip cache.
Since constructing the off-chip L3 cache with SRAM

cannot satisfy the capacity requirements for many memory-

intensive applications, we propose using DRAM to sub-

stitute for SRAM to address this issue. However, simply

applying a DRAM cache will significantly increase the

cache access latency. In this study, we present a new off-

chip cache design, named CDC (cached-DRAM cache), to
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achieve both high capacity and low latency by using cached

DRAM to construct the off-chip L3 cache.
This design can improve the performance of memory-

intensive applications running on high-performance server

systems. Cached DRAM integrates a small SRAM cache into

DRAM to exploit the spatial locality that appears in miss

streams from the upper level cache [15], [16], [23], [50].

Thus, it has a much shorter average access latency than that

of conventional DRAMs. The off-chip cache constructed by

cached DRAM has the potential to achieve average access

latency close to that of SRAM cache. The unique advantages

of the CDC are its large capacity, equivalent to the DRAM size,

and its low average latency, close to that of an SRAM cache.
Our CDC design has three features that distinguish it

from a simple design of DRAM cache. First, it adopts the

structure of a sector cache [31] in order to achieve a high

degree of spatial locality without increasing the memory

bandwidth consumption. Normally, the increase of spatial

locality requires an increase on cache block size, which will

in turn increase the memory bandwidth usage for a cache

fill request. With the structure of a sector cache, it is only

necessary to fetch the missed subblock when a CDC miss

happens. In our CDC design, the block size equals the

DRAM page size and the subblock size equals the on-chip

L2 cache block size. Without increasing the memory

bandwidth consumption, the block size of CDC can be

very large (e.g., 32 times the L2 cache block size). This

allows the SRAM cache inside the CDC to exploit the spatial

locality in the CDC hit streams so as to reduce the average

CDC access time.
Second, our CDC design only requires a small amount of

logic inside the processor chip by placing the CDC tag off-

chip. In the design of the off-chip cache, the use of on-chip

tags allows fast tag checking. However, because the tags

occupy a large amount of on-chip space, this approach will

limit other resources that are allowed on-chip and may

harm the performance of those non-memory-intensive

applications. In our design, a very small on-chip tag cache

is used to facilitate fast tag checking. The details of the

on-chip tag cache will be presented in Section 2.

Finally, the CDC design removes most of the additional

miss penalty associated with off-chip caches by using a

small on-chip hit/miss predictor. For a predicted miss on

the off-chip CDC, the request to the main memory will be

sent out immediately after the L2 cache miss is detected.

Our experimental results show that a simple and small

predictor is highly accurate for this purpose.

We use SimpleScalar to simulate a system with a

4-way issue 2GHz processor, split 32KB/32KB L1 caches,

a unified 1-MByte on-chip L2 cache, and an off-chip CDC

of 128KB SRAM and 64MB DRAM. We compare the

performance of the CDC with an 8-MByte SRAM L3

cache under the same processor configuration, for 11

memory-intensive programs from the SPEC CPU2000

benchmark suite. Our results show that the CDC outper-

forms the L3 SRAM cache for most programs by up to 51

percent. Unlike the off-chip SRAM cache, the CDC does

not degrade the performance of any program. The

average performance improvement is 25 percent.

The rest of the paper is organized as follows: The next

section presents the CDC design in detail. Section 3

describes the experimental setup for our study. The

experimental results are presented in Section 4. After

discussing the related work in Section 5, we summarize

this study and briefly discuss future work in Section 6.

2 CDC DESIGN

2.1 Overview

Fig. 2 presents a memory hierarchy with two-level on-chip

caches and an off-chip CDC (Cached-DRAM cache). Cached

DRAM is a special DRAM structure that integrates a small

SRAM cache to exploit the spatial locality appearing in the

access streams [15], [16], [23], [50]. Inside the CDC, the

DRAM storage is called CDC-DRAM and the SRAM portion

is called CDC-cache. To solve the problem of long tag check

penalty of L3 cache, we use an on-chip predictor to predict

whether an access to the DRAM chip is a hit or a miss. The

predictor helps eliminate the miss penalty for correctly

predicted CDC misses.
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Fig. 1. The number of misses per 100 instructions for selected
SPEC2000 programs, collected by SimpleScalar [5] 3.0 Alpha version
and using precompiled SPEC2000 programs [42]. The cache is 8-way
associative with block size of 128-byte. All programs are fast forwarded
by four billion instructions and are executed for the next one billion
instructions.

Fig. 2. A diagram of memory hierarchy using CDC.



We highlight the CDC design as follows:

. CDC-DRAM has the structure of sector cache, where
each CDC-DRAM page can hold dozens of on-chip
cache blocks.

. Recently accessed CDC-DRAM pages are cached in
the CDC-cache and their tags are stored in the on-
chip CDC tag cache.

. The CDC is connected to the processor by high-
bandwidth data paths. We assume that they are put
in the same module by using the multichip module
(MCM) technology.

Besides providing a much larger storage than an SRAM

off-chip cache, the proposed CDC has the following
additional advantages in constructing the L3 off-chip cache:

. Minimizing on-chip space overhead. The CDC tags are
stored with data pages in the CDC-DRAM. Only the
tags of pages cached in the CDC-cache are stored
on-chip. The storage requirement for the on-chip tag
cache is less than 1KB in thedefault configuration. The
on-chip predictor for predicting CDC-DRAM hit/
miss is very simple and occupies a very small space.

. Minimizing cache miss overhead. Since the on-chip CDC
tag cache is small and the CDC-DRAM hit/miss
prediction is simple, the CDC tag checking and the
prediction can be performed in parallel with the L2
cacheaccess foreveryL1cachemiss.WhenanL2cache
miss is detected, the results of the CDC tag checking
and the prediction will be available. There is no
additional miss overhead for correctly predicted
CDC-DRAM misses. The performance results show
that the prediction has high accuracy and the miss
overhead related to incorrect predictions is trivial.

In contrast, the tag directory of the SRAM
L3 cache is much larger than that of the L2 cache

and has longer latency and cycle time than those of
the L2 cache. Thus, there will be a significant
overhead for cache misses to the main memory.

. Exploiting the locality in the CDC-Cache. Many recent
studies have shown that the locality in the cache
miss streams is very high [23], [44], [8], [49], [27],
[51]. Because of the large block size, the CDC-cache
is able to effectively utilize this locality to speed up
accesses to the CDC.

Fig. 3 shows a detailed structure of CDC and the data
paths connecting the CDC-cache, the CDC-DRAM, the
L2 cache, and the tag cache. Each CDC-DRAM page
contains a page of data, address tags, and an array of the

selection and valid bits.1 For simplicity, the collection of the
address tags and the selection and valid bits of one
CDC-DRAM page is called the page tag of that page. Upon
a CDC-DRAM miss, the refilled L2 block is sent to both the
L2 cache and the CDC. Inside the CDC, the page tags are

stored and transferred, together with their associated data
blocks. Outside the CDC, the data blocks are selected and
transferred to and from the L2 cache and the tags are
transferred to and from the tag cache.

For the convenience of discussions, the following config-
urations and parameters are assumed if they are not
mentioned specifically. The CDC-DRAM is 64-MB and the
page size is 4KB. Each page is a sector holding 32 L2 cache
blocks of 128 bytes. The CDC-cache is 4-way set-associative
with 128KB. For the calculation of storage requirement, we
assume that the physical address in the system is 48-bit long.

2.2 On-Chip CDC Controller, Tag Cache, and
Predictor

The tag cache stores the tags of pages that are cached in the
CDC-cache. For each L1 cache miss, the address is
compared with the associated address tags in the tag cache
in parallel with the L2 cache access. Since the tag cache is
very small, the comparison can be done before the L2 cache
access finishes. When an L2 cache miss is detected, if a
match is found and the valid bit is set, the demanded data
block exists in the CDC-cache and its set index and block
index in the CDC-cache are known. Then, the CDC
controller sends a request to fetch the block from the
CDC-cache to the L2 cache (the CDC-DRAM is not
involved). Although the CDC-cache is set-associative, it is
accessed as a direct-mapped cache because the set index
and the block index are already known at the time of the
access. In other words, CDC-cache tag and data are
accessed sequentially, but its tag checking overlaps with
the L2 tag checking. For L2 cache hits, no data will be
fetched from the CDC-cache or CDC-DRAM.

If a match cannot be found, the data block may exist in
both the CDC-DRAM and main memory or only in the main
memory. The hit/miss predictor then makes a prediction,
directing an access to the CDC-DRAM or to the main
memory (wewill discuss the predictor design in Section 2.4).
In the case of a CDC-DRAM access, the CDC-DRAM page,
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1. The CDC-DRAM uses decoupled sector cache organization, which
requires selection bits; see Section 2.3 for details.

Fig. 3. The CDC structure and the data paths between the CDC-cache,
the CDC-DRAM, the L2 cache, and the on-chip tag cache. CL
represents a block of the cache line size, T represents the address
tags of a page, S represents the selection bits of a page, and V
represents the valid bits of a page.



including both data and tag, is first transferred to the
CDC-cache. Then, the page tag is transferred to the on-chip
tag cache to match the missed address. Meanwhile, the
demanded data block is selected, transferred to the
processor chip, and may be buffered temporarily. If a
match if found, the data block is written into the L2 cache;
otherwise, it is discarded and the data block is fetched from
the main memory.

In the case of a main memory access, both the
CDC-DRAM and the main memory are accessed simulta-
neously. If the block is not found in the CDC, the data
fetched from the main memory is sent to the L2 cache and is
also written into the CDC-cache. If the block is found in the
CDC-DRAM, the data fetched from the main memory is
discarded.

The predictor enables exploiting the locality in the high-
bandwidth CDC-DRAM, even if the data are not found in
the CDC-cache. From another point of view, the predictor
filters out unnecessary traffic to the main memory, which
could cause congestion on the memory bus and stall the
follow-up accesses. Working together, the controller, the tag
cache, and the predictor ensure fast tag checking, fast CDC-
cache accesses, and low memory bus traffic.

2.3 CDC-DRAM Mapping and CDC-Cache Mapping

The CDC-DRAM has a sector cache structure [31], where
the data part of a page is a sector holding 32 L2 cache
blocks. We consider two mapping methods. The first one is
the direct mapping scheme of the sector cache in which
each cache block is mapped onto a single location (page and
block) in the CDC-DRAM. This method is simple and
requires only one tag for each page. However, a potential
drawback for this scheme is that the CDC-DRAM storage
may not be efficiently used. The selection bit array S is not
needed for this method.

The second one is to use two different mapping schemes
for the data and for the tag, as used in the decoupled sector
cache [35]. We still use direct mapping for the data part
because a set associative mapping would require accessing
more than one CDC-DRAM page simultaneously. How-
ever, the mapping for the tag part is set associative. Each
CDC-DRAM page is associated with K tags and blocks
from up to K pages in the physical memory can be cached
in the same page. For each block, logK selection bits
determine the tag that the block is associated with. In the
default configuration, K is set to 4. In this way, we reduce
the chance of page thrashing when two pages conflict in the
CDC. For the details of the decoupled sector cache,
interested readers may refer to [35]. This decoupled
mapping is used in the default configuration.

Although the decoupled cache structure is complex, the
major complexity lies in the on-chip tag cache. The only
changes in the off-chip CDC are the additional tags and the
selection bit array, which do not change the manufacturing
process of the underlying cached DRAM. Because the tag
cache is very small compared to the L2 cache, the tag cache
access is faster than an L2 cache access, and does not affect
the CDC access times. In the default configuration, the tag
cache consists of only 32 entries with 184 bits in each entry:
4� 22 for four page address tags, 32� 2 for selection bits,
and 32 valid bits. Each page address tag has 22 bits for

64MB CDC (48 bits in physical address minus 26 bits in
page index and offset). The total storage space needs
776 bytes. For each CDC-DRAM page, the whole page tag
occupies less than 1 percent of storage.

The CDC-cache mapping decides how the CDC-DRAM
pages are mapped to the cache blocks in the CDC-cache. It is
actually determined by the organization of the underlying
cached DRAM. Recent studies have shown that cached
DRAMs integrated with set-associative caches have signifi-
cant lower cachemiss rates than thosewith thedirectmapped
ones when used as main memories [44], [23], [50]. Thus, we
only consider set-associative CDC-cache in this study. It is
4-way set-associative in the default configuration.

2.4 Predictor Design

Cache hit/miss prediction has been used for a variety of
purposes. For example, it can improve load instruction
scheduling and prefetching [48], [32]. In order to reduce the
memory bandwidth requirement, the authors in [41] use
miss prediction to dynamically mark which load instruction
is cacheable/nonallocatable. We want to apply the predic-
tion technique to predict CDC-DRAM hit/miss for CDC-
cache misses so that accesses to the main memory will not
be delayed when the CDC-DRAM miss is correctly
predicted.

We adopt a two-level adaptive predictor using a global
history register and a global pattern history table (GAg)
[47]. The original predictor design is used for dynamic
branch predictions. It has a two-level structure. The first
level is a branch history register which records the current
branch pattern. The second level is a pattern history table
that uses saturating up-down counters to record the branch
history for that pattern. When a branch is encountered, the
saturating counter indexed by the current pattern is used to
predict whether the branch should be taken or not. The real
branch behavior will feed back to the history register and
the counter.

We adapted the prediction mechanism such that the miss
pattern instead of the branch pattern is used to train the
predictor. The predictor observes memory references that
have missed from the L2 cache and the CDC-cache and
records the CDC hit/miss history for the most recent
references in a global history register. The predictor is
simple with a low implementation cost. For example, a
predictor with an 8-bit history register, a 256-entry pattern
history table, and 2-bit saturating counters requires only
520-bit storage. The additional cost to implement the logic is
also small. The predictor is fast enough that the prediction
will finish sooner than the L2 cache access.

There may be other predictor design alternatives.
However, we have found that this simple scheme is very
effective at predicting the CDC-DRAM hit/miss, as will be
shown in Section 4. For this reason, we have not explored
other alternatives.

2.5 Write Policy

The CDC can be organized as a write-through cache or a
writeback cache. With the write-through policy, a replaced
dirty L2 block will be written into the CDC and main
memory at the same time. The write-through policy is
simple to implement for the CDC, but it increases the traffic
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to the main memory. The writeback policy is more
complicated. When a CDC-cache miss is encountered, the
CDC-DRAM must be accessed for correctness no matter
whether the access is predicated to be a hit or not (the
predictor still works to filter out unnecessary accesses to the
main memory). Furthermore, replacing a CDC-DRAM page
with multiple dirty blocks will cause a burst of writebacks
to the main memory. Additional buffers may be needed to
hold those dirty blocks.

We believe that the write policy has little influence on the
CDC performance for the following reasons: Writeback
L2 cache has been extensively used to reduce the memory
traffic. Furthermore, a recent study shows that eager write-
back [26] canminimize the effect ofwrite traffic on the overall
system performance. This technique may also be applied to
writeback CDC to avoid the bursts of writebacks. For
simplicity,weonly considerwrite-throughCDCin this study.

The inclusion property [3] is enforced between the
CDC-cache and CDC-DRAM at the page level: Every
CDC-cache block is of the page size and may only cache
the content of a CDC-DRAM page. However, the inclusion
is not enforced between the CDC-DRAM and L2 cache.
Because the L2 cache is set associative but the CDC-DRAM
has a decoupled sector cache organization (it is similar to a
direct mapped cache when only one memory page is
mapped to each CDC-DRAM page), enforcing the inclusion
property may reduce the effective associativity of the
L2 cache and cause additional overhead. In general, not
enforcing inclusion complicates cache coherence implemen-
tation. We will discuss cache coherence next.

2.6 Cache Coherence in Multiprocessor
Environment

The CDC design can be used in multiprocessor systems
with large main memories as well, in which cache
coherence must be maintained. Because of the complexity,
we only discuss this issue for bus-based shared-memory
symmetric multiprocessors (SMPs) using write-back
L2 cache and the MESI write invalidation protocol [7]. We
assume each processor has one write-through CDC. In the
MESI protocol, every L2 block is in one of four states:
modified, exclusive, shared, and invalid. The local cache
controller may initialize and respond to three types of bus
transactions: bus read, bus read exclusive, and bus write-
back. For every read or read exclusive request put on the
bus by a remote processor, a local cache controller checks its
local cache and, if it finds a cached copy of the requested
block, the controller may generate response or transit the
state of the block or do both. The invalidation is performed
at the arrivals of read exclusive requests. The local
controller does not respond to a bus writeback unless the
writeback is a response to an earlier request sent by the
controller.

The CDC may cause complication when the local
controller receives a read request and there is no copy for
the requested data in L2 cache. The CDC may or may not
have a copy for that data and, thus, the CDC tag has to be
read and matched with the incoming address. The CDC
does not have to supply the data because the main memory
has a valid copy. However, if the CDC does have a copy, the
local controller must inform the requesting processor to put

the remote cache block in shared state (by asserting a
“shared” signal in the bus, for example) so that it will
receive an invalidation if the remote copy is changed.
Otherwise, the remote block can be put in exclusive state.
When a local controller receives a read exclusive request, it
must invalidate both copies in L2 cache and in CDC if they
are found there. If the data is in CDC-DRAM and is not
cached in CDC-cache, it is possible that the CDC checking is
not finished when the data is returned from the memory.
Because CDC-DRAM is at least as fast as the main memory,
such a case is rare. When it does happen, the local controller
may delay the completion of the transaction, for example,
by asserting an inhibit line in the bus (this may also happen
for L2 cache checking). Alternatively, the local controller
can assume the data is not cached in CDC. If, later, it turns
out the CDC does have a copy, the controller can invalidate
the CDC copy (in case the remote processor would change
the remote copy without notification). After all, there is no
change in cache coherence implementation related to the
L2 cache and the system bus.

CDC accesses may be interfered with by cache coherence
traffic. Because only CDC tags are needed for maintaining
cache coherence, a dedicated tag cache can be added to
reduce the interferences. When a CDC-DRAM page is read
for cache coherence, the tag portion is sent to this secondary
tag cache and may be reused there. There is no need to keep
the data part. Accesses from either the system bus or the
local CPU will be matched with both tag caches. The whole
page may be cached as the last entry in the CDC-cache
LRU list or in a single-entry dedicate buffer, so it will be
replaced quickly. The additional tag cache also speeds up
cache coherence processing and reduces potential delay in
responding to incoming requests.

3 SIMULATION AND EXPERIMENTAL SETUP

The simulation parameters are listed in Table 1. We use
SimpleScalar 3.0 [5] to simulate a 4-way issue, 2GHz
processor, and use SPEC CPU2000 benchmark [39] as the
workload. We add the simulations of the CDC, the MSHR
(miss information/status holding register), the writeback
buffer, and the DRAM main memory system to the original
simulator.

The latency of the L3 SRAM cache is estimated as
follows: We assume that the L3 SRAM cache is on a separate
die but in the same module with the CPU, using multichip
module technology. The cache is connected to the CPU
through a 1GHz, 32-byte wide internal bus (this is not as
aggressive as the IA-64 Itanium processor cartridge, which
has a 16-byte internal bus operating at the full CPU speed
[33]). The access latency is 9.12ns, calculated by the Cacti
model [37] (version 3.0, using 0:13�m technology). Syn-
chronizing to the bus cycle and adding two bus cycles for
bus delay, the total latency for transferring the first trunk is
24 CPU cycles. Adding three more bus cycles for transfer-
ring the following trunks, the total latency to fetch a 128-
byte L2 block from L3 cache is 30 CPU cycles. The L1 cache
latency calculated by the Cacti model is slightly higher than
1ns. We assume that an optimized cache implementation
can reduce the access time to 1ns.
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The latency of the CDC-cache is estimated as follows:
Since the CDC-cache tag checking is decoupled from a
CDC-cache data access, the block index is known before
accessing the CDC-cache. Thus, the CDC-cache is accessed
like a direct mapped cache. The access time is estimated as
4.67ns by the Cacti model. However, the layout of the CDC-
cache may not be optimized as the Cacti model suggests.
Nevertheless, the Enhanced DRAM product has achieved
an on-chip SRAM access time of 10:6ns [11]. Thus, we set
the CDC-cache access time as 8ns (16 CPU cycles). The total
latency to fetch a 128-byte L2 block from the CDC-cache is
26 CPU cycles: 20 cycles for the first 32-byte data chunk
(after adding the bus delay) plus 6 cycles for three
additional trunks.

We simulate a DRAM main memory system that
supports split bus transactions and can schedule reads
prior to earlier writes. At the DRAM level, the close-page
mode and auto-precharge are used and the bank conflict is
negligible because of the large number of banks in today’s
DRAM. The memory parameters are based on an 800MHz
4-channel Direct Rambus DRAM system. Each channel has
1.6GB/s bandwidth and the total bandwidth is 6.4GB/s.

The initial DRAM latency is the delay from the time when
the processor sends the request to DRAM to the time when
it receives the first bit of data. The delay includes 20ns row
access time, 20ns column access time, and 10ns bus delay.
The total delay to fetch a 128-byte block from the main
memory is 70ns (140 processor cycles).

In the original SimpleScalar, virtualmemory addresses are
always used to access caches and memory, while, in most
systems, physical addresses are used to access L2/L3 caches
and themainmemorywith anOS support of virtual-physical
address translation. SimpleScalar locates text, data, and stack
segments to remote, disjoint virtual memory regions in the
virtual memory space. In its PISA architecture, for example,
text code starts at memory address 0x00400000, data starts at
memory address 0x10000000, and stack starts at 0x7ffc0000
(address decrementing with stack allocation). A real OS
would map those segments onto closer regions in physical
memory. Thus, cachemiss rates for a large, direct-mappedL2
or L3 cache (or even a cache of low associativity) may be
artificially higher in SimpleScalar. We added an OS-like
virtual-physical address translation that maps virtual mem-
orypages onto continuous “physical” memory pages by the
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allocation order of those virtual memory pages. In our

simulation, only L1 instruction and data caches are

accessed by virtual addresses and L2 and L3 caches are

accessed by physical addresses. (SimpleScalar simulates

TLBs and can report TLB miss rates, but the TLBs do not

really translate virtual addresses.)
In our study, we use the precompiled SPEC CPU2000

binaries provided in [42]. We select 11 programs from the

benchmark suite that have significant memory stall times.

All programs are fast forwarded by four billion instructions

and are executed for the next one billion instructions.

4 PERFORMANCE RESULTS

In this section, we compare the performance of the

8MB SRAM L3 cache with the 32MB, 64MB, and

128MB CDCs in terms of cache hit rates and overall

performance (IPC) and measure the accuracy of the CDC

hit/miss predictor. To study the combination of CDC and

hardware prefetching, we also compare the performance of

CDC and SRAM L3 cache when a stream buffer exists.

4.1 Comparison of Cache Hit Rates

Table 2 gives the hit rates of the 8MB SRAM L3 cache

(SRAM-8M), the 32MB CDC (CDC-32M), the 64MB CDC

(CDC-64M), and the 128MB CDC (CDC-128M). The size of

the CDC-cache is 128KB (32 4-KB cache blocks). The overall

CDC hit rate is the ratio between CDC hits and L2 misses

and the CDC-cache hit rate is the ratio between CDC-cache

hits and L2 misses. Since a CDC-cache hit must be a CDC-

DRAM hit, the CDC-cache hit rate is always lower than or

equal to the CDC hit rate. The SRAM cache tends to have

either very high or very low hit rates. Its hit rates for two

programs, 300.twolf and 179.art, are close to 100 percent.

However, its hit rates for six other programs are less than

15 percent. The hit rate for 171.swim is close to zero. The

average hit rate is only 42 percent. This indicates that the

8MB SRAM cache is not large enough to hold the working
sets for many applications.

For most programs, the CDC-DRAM hit rates of the
CDCs are much higher than the hit rates of the SRAM
cache. This is not a surprise since the CDCs have much
larger capacities than the SRAM cache. The average CDC-
DRAM hit rates are 62.2 percent, 76.2 percent, and
85.1 percent for 32MB, 64MB, and 128MB CDC, respec-
tively. These values are higher than that of the SRAM
L3 cache. The CDC-cache hit rates of the 64MB CDC are
close to the respective CDC-DRAM hit rates for eight
programs, indicating that the CDC-cache can well exploit
the spatial locality in the CDC hit streams.

For six programs, the increase of the CDC size results in
dramatic increases of the CDC-DRAM and CDC-cache hit
rates. For example, the CDC-DRAM hit rate for program
171.swim jumps from 1.7 percent to 19.3 percent and then to
54.3 percent as the CDC size doubles from 32MB to 64MB
and then to 128MB.

4.2 Overall Performance Improvements

Fig. 4 compares the IPC (instructions per cycle) of the
SRAM L3 cache, the CDCs, as well as a base system with no
L3 cache (Base) for the 11 SPEC 2000 programs.

The CDC variants significantly outperform the SRAM
cache for nine programs. The speedup of the 64MB CDC
over the SRAM cache is up to 78 percent (183.equake) and
the average speedup is 25 percent. The average speedup of
the 32MB CDC and the 128MB CDC is 13 percent and
36 percent, respectively. As shown in Section 4.1, the CDCs
can hold a larger portion of the working sets of those
programs. The CDCs have positive speedups over the base
system for all programs.

The SRAM cache has slightly better performance than the
64MB CDC for only two programs, 300.twolf and 179.art. As
shown in Section 4.1, the working sets of these two programs
can fit into the 8MB SRAMcache. In general, the SRAMcache
is more suitable than CDCs for applications whose working
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TABLE 2
L3 SRAM Cache Hit Rates and CDC Hit Rates for the 11 SPEC 2000 Programs

For CDCs, the “Overall” columns indicate the overall CDC hit rate, defined as the ratio between CDC hits and L2 misses. The “Cache” columns
indicate the CDC-cache hit rate, defined as the ratio between CDC-cache hits and L2 misses. The CDC-cache hit rate is always lower than or equal
to the CDC hit rate.



sets are larger than the on-chip cache sizes but smaller
than the off-chip SRAM cache size. However, as shown in
Fig. 4, many programs do not belong to this category.
Compared with the base system, the SRAM cache has
negative speedups for two programs, namely, 171.swim
and 172.mgrid, because of the additional miss penalty from
the L3 tag checking.

The overall performance of five programs (171.swim,
172.mgrid, 173.applu, 183.equake, and 189.lucas) is im-
proved significantly as the CDC size increases. For example,
the IPC of 171.swim increases by 13 percent and 40 percent
as the CDC size doubles from 32MB to 64MB and from
64MB to 128MB.

4.3 Performance of Other SPEC 2000 Programs and
SRAM L3 Variants

We present the IPC values of the SRAM L3 cache and the
64MB CDC for all the 26 SPEC2000 programs in Fig. 5.
Further analysis shows that the CDC achieves high CDC-
DRAM and CDC-cache hit rates for most of those
applications. Because the other 15 programs are not

memory-intensive, as indicated by the small performance
differences between SRAM and CDC, the performance
improvements for those programs are not significant. In
other words, those programs do not demand large caches
for high performance. Real-world applications are more
memory-intensive than SPEC2000 and we believe a higher
ratio of applications will demand large caches. Since the
CDC is much larger than the SRAM cache, it will fit a larger
range of applications and may achieve significant overall
performance improvement when compared with the SRAM
cache for real-world applications.

We also present the performance of set-associative
SRAM L3 caches in Fig. 6, with the direct-mapped one
and the 64MB CDC included for comparisons. The set-
associative ones have visible but only slight improvement
over the direct-mapped one on programs 176.gcc, 181.mcf,
and 168.wupwise. They also cause small but negative
impacts on programs 173.applu and 187.facerec. It is known
that set-associative caches may cause negative speedups
with imperfect replacement policies such as LRU [38], [45],
which is used in our experiment. The effect is the most
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Fig. 4. IPC of the 8MB SRAM L3 cache (SRAM-8M), the 32MB CDC (CDC-32M), the 64MB CDC (CDC-64M), the 128MB CDC (CDC-128M), and a

base system with no L3 cache (Base) for the 11 SPEC 2000 programs.

Fig. 5. The IPC comparisons of the CDC and SRAM L3 cache for all 26 SPEC2000 programs.



visible on program 187.facerec. In general, set-associative
SRAM L3 caches achieve lower miss rates than the direct-
mapped one. However, they require longer access latency.

4.4 Predictor Performance

We use a GAg two-level adaptive predictor to predict CDC-
DRAM hits when the data cannot be found in the CDC-
cache. Table 3 gives the prediction accuracies (the number
of correct predictions divided by the total number of
predictions) of the CDC hit/miss predictor. The accuracies
range from 81.2 percent to 100 percent and the average
accuracies are 95.0 percent, 96.4 percent, and 97.2 percent
with the 32MB, 64MB, and 128MB CDCs, respectively. For
most programs, the prediction accuracies are consistent
with CDCs of different sizes.

To distinguish the effects of using the predictor to exploit
the CDC-DRAM locality, we compare the performance of
the CDC with two other CDC variants, basic-CDC and
perfect-CDC. With the basic-CDC, the data is always
fetched from the main memory when a CDC-cache miss
happens. With the perfect-CDC, it is magically known if the
data can be found in the CDC-DRAM and the data is

fetched from the main memory only when the data is not in
the CDC-DRAM. The difference between the CDC and the
perfect-CDC shows the effectiveness of the predictor. As
discussed in Section 2, if the data can be found in CDC-
DRAM but not in CDC-cache, it is still performance-
beneficial to access the CDC-DRAM instead of the main
memory. This is especially true for bandwidth-bound
applications. The difference between the perfect-CDC and
the basic-CDC shows this effect. In addition to providing a
larger capacity, the CDC-DRAM also allows the CDC-cache
to have a large block size for exploiting spatial locality.

Fig. 7 compares the overall performance of the CDC
variants with the same size of 64MB. The CDC outperforms
the basic-CDC significantly for programs that have high
CDC-DRAM hit rates but relatively low CDC-cache hit rates
(see Table 2). The two programs in which the SRAM cache
outperforms the CDC belong to this category because CDC-
DRAM can hold a working set if the SRAM L3 cache can
hold it. For example, 179.art is a program that the SRAM
cache achieves an almost 100 percent hit rate and the basic-
CDC achieves a 95.8 percent CDC-cache hit rate. Because it
is very memory-intensive and bandwidth-bound, the
program runs 26 percent slower on the basic-CDC than on
the SRAM-L3. With the CDC, those misses are directed to
CDC-DRAM, making the program run only 7 percent
slower than on the SRAM-L3. In addition, the CDC
performs as well as the perfect-CDC.

4.5 Evaluating CDC with Stream Buffer

To study the combination of CDC and hardware prefetching,
we have also investigated the performance of CDC with
stream buffer [20], a simple hardware prefetching scheme. A
streambuffer isusuallyputbetween theL1andL2cachesor is
used to replace the L2 cache. We incorporate a simple
implementation of stream buffer between the L1 and L2
caches in our simulation. The stream buffer activates
prefetching on sequential L1 miss addresses using FIFO
structure [20]. It has an allocation filter similar to the one
proposed in [29] in which a stream buffer is allocated only
when twomisses are found on two consecutive addresses. To
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Fig. 6. The IPC comparison of direct-mapped, 2-way set-associative, 4-way set-associative, and 8-way set-associative SRAM L3 caches and the

CDC for selected SPEC2000 programs.

TABLE 3
The Accuracies of the CDC/Hit/Miss Predictor

with the 32MB, 64MB, and 128MB CDCs



prevent inaccurate prefetching requests from congesting the
L2, L3, ormemory bus, prefetching requests are sent out only
when the DRAM and L3 buses are idle (similar to the
configuration in [36]). To simplify our evaluation, we only
present results of the stream buffer with eight ways and a
depth of four, i.e., up to eight streams may be identified and
up to fourprefetching requestsmaybe issued for each stream.
The stream buffer uses LRU policy to reuse stream buffer
ways and uses a round-robin policy to determine the order in
sending out prefetching requests from multiple ways.

Fig. 8 shows the IPC of selected SPEC 2000 programs with
five configurations: a conventional memory system without
an L3 cache or a stream buffer (Base), a 64MB CDCwithout a
stream buffer (CDC-64M), a stream buffer without L3 cache
(Stream), the 8MB SRAM L3 cache with a stream buffer
(SRAM-8M stream), and theCDCwith a streambuffer (CDC-
64M stream), respectively. The first two results are given for
comparisons. The stream buffer improves the performance
for most programs (comparing Base with Stream), but
programs 181.mcf, 300.twolf, and 179.art need large caches
for significant performance improvement. The program
300.twolf has a negative speedup, which is caused by
inaccurate prefetchings. With the stream buffer present, the

CDC has significantly better performance than the SRAM L3
cache. Compared with the SRAM L3 cache, the average
speedup of using stream buffer with the SRAM L3 cache is
36 percent, while the average speedup of using the stream
buffer with CDC is 53 percent.

Fig. 8 also shows that a subset of the selected SPEC 2000
applications favors the use of a large cache, while another
subset favors the use of a stream buffer. Using Base (without
a stream buffer or an off-chip cache) as the reference point,
the stream buffer improves the performance of six programs
by more than 10 percent, while the CDC improves
performance on eight programs by more than 10 percent.
When the two approaches are compared, the stream buffer
loses to CDC for five applications (176.gcc, 181.mcf,
300.twolf, 179.art, and 187.facerec), beats CDC for two
programs ( 168.wupwise, 171.swim), and is comparable for
the other four programs (within 10 percent). Most im-
portantly, their performance improvements over Base can
add up, with the best evidence from the results of
173.applu, 183.equake, and 189.lucas.

We believe both approaches should be used, especially
for mixed applications. The above results show that the
stream buffer and the CDC are complementary to each
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Fig. 7. The comparison of 64MB CDC variants.

Fig. 8. The comparison of stream buffer only, the 8MB SRAM L3 with stream buffer, and the CDC with stream buffer.



other. Both the CDC-cache and stream buffer exploit spatial
locality in memory references, but in different ways. Upon
an L2 cache miss, the CDC-cache in our configuration will
fetch 32 128-byte blocks surrounding the demanded block.
In other words, the CDC-cache exploits the spatial locality
existing in large regions (4KB in our configuration) and is
effective when data blocks in those regions have been
buffered into the CDC-DRAM. The stream buffer works
when cache misses happen on sequential or stride memory
addresses. It exploits spatial locality only in those particular
forms, but requires a small amount of data storage.

5 RELATED WORK

Cached DRAM is an existing technology that exploits the
locality in DRAM access streams, taking advantage of the
huge internal bandwidth inside the DRAM. Regarding the
cached DRAM design and evaluation, interested readers
may refer to [15], [14], [16], [23], [44], [50]. Enhanced DRAM
and Virtual Channel SDRAM are commercial products in
this category. Some recent studies show that the spatial
locality in cache miss streams can be well exploited on the
DRAM side [8], [49], [27]. In an early study of using cached
DRAM as secondary cache [19], the cache block contains
only 16 4-bit words. With such a small block size, the SRAM
cache in the cached DRAM cannot exploit the spatial
locality in the cache miss streams well.

Conventionally, cached DRAM is used as the main
memory and connected to the processor through a low
bandwidth memory bus. The long bus delay makes the
cached DRAM less effective in reducing the overall memory
access latency. In our study, the CDC is a special cached
DRAM used as another level of cache on the processor side.
Its performance potential is not limited by the memory bus.
In addition, it can reduce the memory bus traffic.

IRAM (Intelligent RAM) [30] combines processor and
DRAM onto the same chip. Although IRAM has the
advantages of low latency DRAM accesses and high energy
efficiency, it causes a slowdown of the processor speed due
to the change of fabrication. Saulsbury et al. [34] study a
processor/memory integration that uses a small size, large
block SRAM cache with an on-chip DRAM. The on-chip
DRAM is used as the main memory and the cache structure
is similar to that of cached DRAM. Wilson and Olukotun
find that the performance of an on-chip (embedded) DRAM
cache is comparable to that of an on-chip SRAM cache [43].
The on-chip DRAM has also been studied for chip multi-
processors [21], [46]. In recent years, studies on VIRAM
have shown that vector processing can be combined into
IRAM to achieve significant speedup for SIMD applications
whose performance is limited by memory system [24], [25],
[12]. The DIVA processor [10] incorporates data processing
ability into DRAM on a single chip. Micron Technology Inc.
has produced a prototype chip called Yukon [22] that
integrates DRAM and an array of small processing
elements. In general, processors with on-chip DRAM are
targeted for embedded applications that highlight the
considerations of power and cost rather than performance.
In our study, the CDC is used with high-performance
processors that have large on-chip caches.

The approach of using a conventional DRAM as an off-
chip L3 cache has been used in high-performance graphic
systems [13], [6] and in hardware compressed main memory
[1], [40]. In high-performance graphic systems, the bus
bandwidth is the major performance bottleneck. By using a
large DRAM cache, data can be kept in the local memory of
the graphics system. The performance is insensitive to the
DRAM speed. In the hardware compressed main memory,
the DRAM L3 cache buffers uncompressed data so that the
processor candirectly use thedata. For those applications, the
DRAM has the same access latency as the conventional
DRAM. In contrast, the CDChas a shorter access latency than
the conventional DRAM.

Latency tolerant techniques such as speculative execu-
tion and prefetching [2], [4], [28], [27] are different
approaches to reducing the memory stall time. The CDC
technique not only reduces the memory latency, but may
also decrease the memory traffic.

Recently, the IBM Power4 processor used DRAM as an
off-chip L3 cache. The Power4 [18] has dual processor cores
on a single chip, 128KB instruction cache, 64KB data cache,
about 1.5MB unified L2 cache, and a 32MB off-chip L3 cache
constructed by eDRAM (embedded DRAM). The L3 cache
is 8-way set-associative organized in 512-byte blocks, with
coherence maintained on 128-byte sectors for compatibility
with the L2 cache. (The L2 cache is 8-way set-associative
organized in 128-byte blocks.) Although the L3 data array is
stored off-chip, the L3 tag array and cache controller are on
the processor chip. Each L3 cache block requires 20 bits for
storing its address tag (for the standalone configuration of
the L3 cache) and each of the four sectors requires 3 bits for
maintaining cache coherence. Thus, each block requires
32 bits for address tag and coherence bits. The tag array for
the 32MB L3 cache (64K 512-byte blocks) requires 256KB
SRAM storage on the processor chip. In our design, the tag
array is stored off-chip with the data array in DRAM and a
tag cache is used to facilitate tag comparisons. The on-chip
tag cache is very small. In contrast, the on-chip tag array in
the Power4 design is large and must increase proportio-
nately with the L3 cache. In addition, a large L3 tag array
requires a relatively long tag comparison time, increasing
the miss penalty for misses to main memory.

The approach of attaching a fast, small device to a slow
device of a similar media has also appeared in operating
systems and I/O areas. For example, the DCD (Disk
Caching Disk [17]) uses a small disk region to buffer the
on-the-fly data. In general, there exists a high-bandwidth
connection between the fast device and slow device which
can be used for transferring large chunks of data from the
slow device to the fast device.

6 CONCLUSION

We have presented the design and performance evaluation
by constructing CDC (cached DRAM cache) as the L3 off-
chip cache, which is intended for high-end server systems.
We show that the CDC effectively addresses two major
concerns of the SRAM off-chip cache: the relatively small
size and the miss overhead. The CDC is close to a DRAM
cache in terms of capacity and close to an SRAM cache in
terms of speed. More applications can benefit from the CDC
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than from the SRAM off-chip cache and no applications will
lose performance due to the existence of CDC.

Contemporary computers tend to have large on-chip
caches and gigabytes of main memories. An even larger off-
chip cache will help memory-intensive applications. How-
ever, both access speed and storage size gaps between the
on-chip caches and the main memory continue to widen.
We believe that the low density and the high cost of SRAM
will eventually limit its usage as off-chip caches. The CDC
plays a unique role in addressing the speed and size gaps.
Because the CDC can be much larger than the on-chip
caches, it balances the accesses between the on-chip caches
and the main memory. In contrast to off-chip caches
constructed by DRAM such as that used in the IBM Power4
processor, the CDC requires very little on-chip space, can
avoid overheads for main memory accesses, and can better
utilize the spatial locality in cache miss streams.

Additional research can be done based on the CDC
design framework presented in this paper to further
improve its performance. One approach is to put data with
spatial locality into the CDC instead of the on-chip caches,
improving the efficiency of the on-chip caches for data with
only temporal locality (such as pointer variables) when the
on-chip caches cannot hold data of both locality types.
Another approach is to use aggressive prefetching techni-
ques with CDC. Data can be prefetched from the CDC-
DRAM to the CDC-cache or to the on-chip caches, utilizing
the high bandwidth inside the CDC and the one between
the CDC and the processor. As future work, we will
investigate those approaches.
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