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e Assistant Professor, Dept. of Electrical and Computer Engineering,
Iowa State University, Aug’05 - Present
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Georgia Institute of Technology, Jan’05 - Aug’05
- Particle filtering for geometric active contours (continuous closed curves)
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Invited to participate in the American Institute of Mathematics (AIM) workshop on Statistical Infer-
ences on Shape Manifolds, May 6-9 2005
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its Implication for Change Detection”, chosen among top 15% papers, recommended for submission to
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Dept. of Electrical and Computer Engineering, NC State University, Raleigh, NC, March 11, 2005
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ARO-MURI Workshop on Adaptive Sensing and Waveform Design, Georgia Tech, Atlanta, GA, August
2, 2005
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Reviewer for IEEE Conf. on Decision and Control (CDC), American Control Conference (ACC)
Member of IEEE and IEEE Signal Processing Society
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Digital Communications, Seminar class on Signal Processing for Communications
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4. N. Vaswani, “Bound on Errors in Particle Filtering with Incorrect Model Assumptions and its Impli-
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10. R. Chellappa, N. Vaswani, A. RoyChowdhury, “Activity Modeling and Recognition Using Shape The-
ory”, Behavior Representation in Modeling and Simulation (BRIMS), 2003.
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Research Summary

e Change Detection Using Particle Filters with Unknown Change Parameters

We study the problem of change detection in general HMMs (state space models) using particle filters
when the changed system parameters are unknown and the change can be slow or drastic. Drastic
changes can be detected easily using the increase in tracking error (TE) or negative logarithm of the
observation likelihood (OL). For slow changes which get missed by OL or TE, we propose a statistic
called ELL and show its connection to Kerridge Inaccuracy. We show stability of the errors in ap-
proximating ELL, analyze their behavior with increasing rate of change, and also show complementary
behavior of ELL and OL for slow and drastic changes. Applications to abnormal activity detection,
detecting changes in bearings-only tracking and to tracking neural responses in the auditory cortex are
presented.

e A Particle Filter for Tracking Adaptive Neural Responses in Auditory Cortex
Ongoing work with Madhvi Jain, Mounya Elhilai, Prof. Shihab Shamma, Dr. Jonathan Fritz
We propose a particle filtering algorithm to detect and track changes in spectrotemporal receptive fields
(STRFs) in the auditory cortex, induced by performance of various acoustic tasks. It is demonstrated
experimentally that this algorithm is more robust than previously used reverse-correlation methods.
Using the ELL and tracking error statistics, the particle filter is able to detect changes in the system
that are missed using previous methods. Simple heuristics have been proposed to track the changes.

e Dynamical Models for Landmark Shape and Applications to Activity Recognition

Joint work with Prof. Amit RoyChowdhury, Prof. Rama Chellappa

The aim is to model “activity” performed by a group of moving and interacting objects (which can
be people or cars or different rigid components of the human body). We treat the objects as point
objects (referred to as “landmarks”) and model their changing configuration as a moving and deforming
“shape” using ideas from Kendall’s shape theory for landmarks. A continuous state HMM which takes
the objects’ configuration as the observation and the shape+motion as the hidden state, is defined
to represent an activity. Particle filters are used to track the HMM. Abnormal activity is defined as
a change in the HMM, which can be slow or drastic and whose parameters are unknown. We show
application to detecting abnormal activities, tracking human actions and detecting motion disorders
and for activity segmentation.

e Particle Filtering for Geometric Active Contours (Continuous Curves)
Ongoing work with Yogesh Rathi, Prof. Allen Tannenbaum, Prof. Anthony Yezzi
Geometric active contours can be represented implicitly as the zero level set of the graph of a higher
dimensional function. The representation is able to deal with changes in topology of the contour and
has been used very successfully for segmentation and registration problems. But tracking involves
estimating the global motion of the object and its local deformations as a function of time. Tracking
algorithms using particle filtering have been proposed in past work for parametric representations of
shape. But these are dependent on the chosen parametrization and cannot handle changes in curve
topology. We have proposed a particle filtering algorithm for implicitly represented geometric active
contours and shown its application to tracking moving and deforming objects.

e Principal Component Null Space Analysis (PCNSA) for Image Classification
Joint work with Prof. Rama Chellappa
PCNSA is a new classification algorithm, which we propose for problems like object recognition where
different classes have unequal and non-white noise covariance matrices. We derive upper bounds on
classification error probability of PCNSA and use these expressions to show superior classification
performance of PCNSA when compared with that of Subspace Linear Discriminant Analysis (SLDA)
under certain assumptions. We provide an experimental comparison of PCNSA with SLDA and PCA



and also with Support Vector Machines, kernel PCA and kernel discriminant analysis, for object

recognition, face recognition and video retrieval.
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