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This paper presents the results of three-dimensional and time-accurate
Computational Fluid Dynamics (CFD) simulations of the flow field around
the National Renewable Energy Laboratory (NREL) Phase VI horizontal
axis wind turbine rotor. The 3-D, unsteady, parallel, finite volume flow
solver, PUMA2, is used for the simulations. The solutions are obtained
using unstructured moving grids rotating with the turbine blades. Three
different flow cases with different wind speeds and wind yaw angles are
investigated: 7 m/s with 0◦ yaw (pre-stall case I), 7 m/s with 30◦ yaw (pre-
stall, yawed case II), and 15 m/s with 0◦ yaw (post-stall case III). Results
from the inviscid simulations for these three cases and comparisons with
the experimental data are presented. Some information on the current
work in progress towards Large Eddy Simulations (LES), including details
about the viscous grid and the implementation of wall-functions, are also
discussed. The inviscid results show that the flow is attached for cases I
and II, with the latter having an asymmetrical wake structure, whereas
there is massive separation over the entire blade span in case III. There
are considerable spanwise pressure variations in addition to the chordwise
variations, in all three cases. Comparisons of sectional pressure coefficient
distributions with experimental data show good agreement. These three-
dimensional and time-accurate CFD results can be used for the far-field
noise predictions based on the Ffowcs Williams - Hawkings method (FW-
H), which can provide a first-principles prediction of both the noise and
the underlying turbulent flow that generates the noise, in the context of
the wind turbine application.

I. Introduction

Wind turbines offer the promise of inexpensive and clean energy, but the prediction of
their aerodynamic and aeroacoustic properties is more challenging in many ways than that
of already complicated problems such as helicopter rotors and propellers. In particular,
wind turbine blades can experience large changes in angle of attack associated with sudden
large gusts, changes in wind direction, atmospheric boundary layer effects or interaction
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with the unsteady wake shed from the tower support on downwind, horizontal axis wind
turbines. These blade/inflow/tower wake interactions can result in impulsive loading changes
and dynamic stall over portions of the rotating blades. These influences are described in
detail in several reports by the National Renewable Energy Laboratory (NREL) based on
the NREL Unsteady Aerodynamics Experiments, such as Robinson et al.1 Furthermore,
typically important rotor noise sources, such as steady thickness and loading noise, do not
play the same role in large scale wind turbines, because the blade passage frequency is well
below the audible range. Recognition of this fact leads one to consider rotor broadband noise
sources as the primary noise source. Turbulence ingestion noise, airfoil self noise, tip-vortex
noise, and other broadband noise sources have typically been treated through empirical
or semi-empirical methods.2–6 In addition, the acceptance of wind turbines by the public
depends strongly on achieving low noise levels in application.

Three-dimensional flow properties of rotating blades are an essential feature of any wind
turbine aerodynamic or aeroacoustic simulation. While important information can be learned
from two-dimensional and non-rotating simulations, some aspects of the physics of wind
turbine aerodynamics and noise must be obtained from rotating blade simulations. Three-
dimensional flow over rotating blades can be significantly different than the flow over a wing,
and there can also be dramatic differences between 2-D and 3-D simulations.7,8 Rotating
blades can have significant spanwise (or radial) flow. Also, of course, the blade speed varies
linearly from root to tip. In addition, the three-dimensional wake of a rotating blade can
remain in close proximity to the blade for a long period of time (compared to the wake of
a wing). Furthermore, the acoustic propagation is of interest at relatively large distances
from the wind turbine, and the far-field noise predictions based on the Ffowcs Williams -
Hawkings method (FW-H)9 could be used for this purpose.10

Using the time-dependent governing equations allows the simulation of a number of im-
portant phenomena: broadband noise, incoming atmospheric turbulence and gusts, wind
shear (or atmospheric boundary layer). These are important for leading edge noise and tip
noise prediction. By incorporating time dependent boundary conditions, either a gust or
turbulent incoming flow can be introduced. Chyczewski et al.11 have done this in the past
with jet noise predictions, to simulate turbulence levels inside the nozzle and their effect on
the jet shear layers and noise.

For these reasons, time-accurate three-dimensional and compressible rotating blade sim-
ulations are essential. There have been several CFD studies of wind turbine flow fields using
different approaches in the literature.12–16

This paper presents the results of three-dimensional and time-accurate CFD simulations
of the flow field around 2-bladed NREL Phase VI wind turbine rotor. The solutions are
obtained using the flow solver PUMA2 with unstructured moving grids rotating with the
turbine blades. Three different flow cases with different wind speeds and wind yaw angles
are investigated: 7 m/s with 0◦ yaw (pre-stall case I), 7 m/s with 30◦ yaw (pre-stall, yawed
case II), and 15 m/s with 0◦ yaw (post-stall case III). Results from the inviscid simulations
for these three cases and comparisons with the experimental data are presented. Some
information on the current work in progress towards the LES runs, including details about
the viscous grid and the implementation of wall-functions are also presented.
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II. PUMA2 - Flow Solver

PUMA2 uses a finite volume formulation of the Navier-Stokes equations for 3-D, com-
pressible, unsteady or steady state solutions of problems for complex geometries. Mixed
topology unstructured grids composed of tetrahedra, wedges, pyramids and hexahedra are
supported in PUMA2. Several time integration and iterative algorithms such as Runge-
Kutta, Jacobi and Successive Over-Relaxation Schemes (SOR) are implemented. The code
is written in ANSI C/C++ using the MPI library for message passing so it can run on
parallel computers and clusters. PUMA2 can be run so as to preserve time accuracy or
as a pseudo-unsteady formulation to enhance convergence to steady state. It uses dynamic
memory allocation, thus the problem size is limited only by the amount of memory available
on the machine. Large Eddy Simulations (LES)17 with or without wall models18 can also be
performed with PUMA2.

PUMA2 solves the steady/unsteady Euler/Navier-Stokes equations on unstructured sta-
tionary or moving grids. It has the capability to simulate time-accurate rotating blades
through the use of additional metric terms in the equation that incorporate grid velocities
into the flux terms.8 The flow field is solved directly in the inertial reference frame where
the rotor blade and entire grid are in motion (i.e., rotation about an axis) at a specified
rotational speed through any freestream. The solution at each time step is updated with an
explicit algorithm that uses a 4-stage Runge-Kutta scheme. Therefore, the grid has to be
moved four times per time step and it is required to recalculate only the grid velocities at
each face center and the face normals for the specified grid motion at each time step.

The integral form of the Navier-Stokes equations incorporated in PUMA2 for Large Eddy
Simulations are

∂
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where, Q is a column vector of the flow variables in a conservative form. The index i, j =
1, 2, 3 refers to the components in each coordinate direction. F is the inviscid flux vector
including pressure variations. In addition, F contains the effect of the moving body, through
the body/grid velocity b(b1, b2, b3), while the U(u1, u2, u3) is the absolute flow velocity with
respect to the inertial reference frame. Fv is the viscous flux vector which also includes
the effects of the unresolved scales represented through the additional terms. τij and qj
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are the viscous stress tensor and the heat flux vector, respectively. µ is the coefficient of
dynamic viscosity, λ is the second coefficient of viscosity, and k is the coefficient of thermal
conductivity. τ

′′
ij and q

′′
j are the residual, or the subgrid-scale (SGS), stresses and heat fluxes

that need to be modelled, respectively. Pressure, total energy and total enthalpy are given
by

p = (γ − 1)ρe, e0 = e +
1

2
U.U, h0 = e0 +

p

ρ

The classical Smagorinsky model19 is integrated into PUMA. Using the Smagorinsky
model, which is an eddy-viscosity model, the SGS stresses and the eddy viscosity are defined
as

τ
′′

ij = −2µtSij (2)

µt = (CS∆)2ρ
√

2SijSij, (3)

where CS is the Smagorinsky constant and is typically assigned a value of 0.1 to 0.25. The
resolved strain-rate tensor is defined by:

Sij =
1
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The model for the SGS heat fluxes is:

q
′′

j =
γR
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µt
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∂T

∂xj

, (5)

where Prt is the turbulent Prandtl number and is commonly chosen in the range of 0.3 - 0.5.

Figure 1. Velocity components at the first cell center away from the wall

A wall model based on an instantaneous logarithmic law of the wall is developed and
implemented in PUMA2.18 For high Reynolds number turbulent flows the log-law approach
is used at the first cell away from the solid surface to get the shear stress at the wall. The
logarithmic law of the wall, which is obtained by neglecting all terms in the streamwise
momentum equation except the Reynolds-stress gradient, can be expressed as:

u+ =
‖ Vtangential ‖

uτ

=
1

κ
log(y+) + B. (6)

4 of 23

American Institute of Aeronautics and Astronautics



where, y+ = huτ/ν is the distance to the wall in viscous units, and ν is the kinematic
viscosity. From experiments for a flat plate at higher Reynolds number, the constants κ and
B are determined to be 0.41 and 5.0 respectively. The profile given in the equation is solved
by Newton’s method to obtain the frictional velocity uτ which is then used to calculate shear
stress as

τw = u2
τρ. (7)

In the coordinate system of tangential velocity, normal velocity, and their cross product
(see Figure 1) the wall shear stress tensor τmn can then be written as:

0 τw 0

τw 0 0

0 0 0


The wall shear stress tensor is then transformed to the original x,y,z coordinate system

using the orthogonal transformation.

τij = CT · τmn · C (8)

where the rotation matrix C is defined by,
etangent[i] etangent[j] etangent[k]

enormal[i] enormal[j] enormal[k]

ecross[i] ecross[j] ecross[k]

 (9)

where etangent, enormal and ecross are unit normal vectors in the tangential velocity, normal
velocity and their cross product directions respectively. These shear stress components are
then fed back to the outer LES model in the form of proper momentum flux at the wall.

The application of the instantaneous log-law wall model, without considering whether
the flow is reversed or not, improved the skin friction predictions qualitatively according to
the LES simulations of the flow around sphere at high Reynolds numbers.18

For the inviscid simulations Fv is identically zero.

III. Computational Test Cases

In accordance with the NREL Unsteady Aerodynamics Experiments,20,21 in which large-
scale horizontal axis wind turbines were examined at the NASA Ames wind tunnel facilities,
the two-bladed NREL Phase VI wind turbine (baseline) rotor has been considered for the
CFD simulations. Blades have the NREL S809 airfoil section from root to tip. Pitch is
defined at 75% span and the pitch axis is at the 30% chord line. A linearly tapered and
nonlinearly twisted blade geometry with a span of 5.029 m and a flat tip, as shown in
Figure 2, was generated using ProDesktop. Figure 3 shows the blade twist distribution and
planform.20 The blade geometry used has 0◦ twist at 75% span (and −2◦ twist at the tip).
The blade has the root chord of 0.737 m and tip chord of 0.356 m with a taper ratio of ‘2.1’.
There is a cylinder with 0.109 m radius which extends from 0.508 m to 0.724 m, and then
there is a transition from the circular section at 0.724 m to the root airfoil section at radius
1.257 m.
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In the NREL Phase VI experiments, the spherical-tip 5-hole probe shown in Figure 4
provided dynamic pressure, local flow angle, and spanwise flow angle measurements ahead
of the blade at a distance of 80% chord at five span locations, 34%, 51%, 67%, 84%, and
91% span. The probes were positioned at an angle nominally 20◦ below the chord line to
align the probe with the flow under normal operating conditions. In addition, chordwise
blade surface pressure distributions are also measured at five spanwise stations: 30%, 46.6%,
63.3%, 80%, and 95% span. Table 1 shows the selected experimental cases that may be used
for validation and comparison of the computational test cases. Following these experiments,
the computational cases are selected as shown in Table 2. The rotor blades have 5◦ pitch
angle (at 75% span) and 0◦ cone angle for the computational cases considered.

Figure 2. Three-dimensional NREL wind turbine blade geometry generated using ProDesktop.

Figure 3. NREL wind turbine rotor blade twist distribution and planform.20

A. Unstructured Grids

An unstructured inviscid grid shown in Figures 5 and 6 with 3.6 million tetrahedral cells
clustered around the blades and tip vortices was created with Gridgen software. Figure 6
shows the outer boundary, the mesh near the blade surface and the mesh on x = 0 and
y = 0 planes. Through the use of unstructured grids, it is possible to heavily cluster points
in regions of interest, while keeping the far-field cells rather coarse.
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Figure 4. Blade-mounted five-hole probe used in NREL Phase VI experiments.21

Table 1. Selected NREL Phase VI experimental cases21

The cylindrical computational domain has a radius of 12.0 m (about the height of turbine
tower, i.e. 12.192 m), which extends 4 and 2 rotor radii in positive (downstream) and negative
(upstream) y-direction, respectively. For the two-bladed wind turbine rotor, the blade at
12 o’clock position (azimuth angle = 0◦) is designated as Blade 2, and the Blade 1 is at
6 o’clock position, to be consistent with the NREL wind turbine experiments (Figure 7).
The definitions of the yaw and the azimuth angles used in the computations are also shown
in that figure. The blades rotate about the y-axis, in the negative direction with 72 rpm
(7.54 rad/sec). Wind speed in the positive y-direction with different yaw angles has been
considered for the test computations as seen in Figure 8. According to this figure, the relative
angles of attack (flow angle with respect to the x-axis) of the wind at 80% span are calculated
as 12.99◦, 10.16◦ and 26.31◦ for cases I, II and III, respectively.

The permeable FW-H surface (for noise calculations) was also embedded in the grid
system as seen in Figure 9 during the grid generation process. This ensures that data can
easily be extracted for noise computations.

An unstructured viscous grid in Figure 10 with 9.6 million tetrahedral cells clustered
around the blades and tip vortices was created with Gridgen software for LES simulations.
The minimum cell length for this grid is about 0.0001 m. This grid has finer, clustered cell
distribution around the blade compared to the inviscid grid in Figure 6.

Table 2. Selected computational test cases
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Figure 5. Unstructured tetrahedral grid generated using Gridgen.

B. Parallel Computers and Computational Cost

While many different approaches to programming parallel computers have been proposed
over the years, the dominant approach today is to use Fortran or C/C++ with the message-
passing interface (MPI). This approach is fairly straightforward for regular grids using do-
main decomposition, but is more difficult for unstructured grids or implicit codes.

Computational tests and the selected cases were run mainly on the Penn State clusters,
Lion-xl and Mufasa, (also some on the NREL, NCSA and NASA clusters). Table 3 sum-
marizes the maximum number of compute nodes available, the processor speed, memory
and the network connection characteristics of these clusters. Different numbers of proces-
sors were used to better characterize the computational resource requirements and potential
throughput on each machine. Table 4 shows the computational performance of PUMA2
inviscid computations on different clusters, such as the memory required per compute node,
and the number of days required for the computation of one complete revolution of wind
turbine rotor for different numbers of processors. The wall time required per iteration versus
number of processors is also plotted in Figure 11.

IV. Inviscid CFD Results

The inviscid, time-accurate CFD simulations were performed for the NREL Phase VI
turbine rotor using the flow solver PUMA2 with moving grids for three selected computa-
tional cases (See Table 2). The 4-stage Runge-Kutta numerical time integration method and
Roe’s numerical flux scheme was used in the computations. Time-accurate computations
were started from the freestream conditions (for a given wind speed). Because the time step
for time-accurate computations using an explicit scheme is determined by the smallest cell in
the volume grid, the minimum cell size and maximum number of cells were selected during
the grid generation process by also considering the total computational time needed for the
time-accurate simulations. The simulation time step size was selected as 9.26 micro-second
so that the calculated a Courant-Friedrichs-Lewy (CFL) number will be less than 1.0 for the
smallest cell size (0.0033 m) in the volume grid. Parallel computations were performed on
different Beowulf-clusters as explained in the previous section. The computations for one
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a) Cylindrical computational domain b) Grid near the blade surface.

c) Mesh on X = 0 plane d) Mesh on Y = 0 plane

Figure 6. Unstructured tetrahedral grid for inviscid computations.

Figure 7. Two bladed wind turbine rotor.
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Figure 8. Velocity vectors for the wind and the rotating blade at 80% span for the selected
computational cases.

Figure 9. Permeable surface embedded in the unstructured grid.

Figure 10. Unstructured tetrahedral grid for LES computations.
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Table 3. Characteristics of the several parallel computers used in the computations

Table 4. Computational performance of PUMA2 inviscid computations on different clusters
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Figure 11. Computational performance of PUMA2 inviscid computations on different clusters

full revolution (i.e. 0.8333 seconds) require 90000 iterations.
The time accurate flow solution was stored every 30◦ of rotor azimuth angle in the 1st and

2nd revolution computations for all three cases. The solutions are stored every 1◦ interval
in the 3rd revolution for cases II and III, to be used for the aeroacoustic calculations.

The instantaneous vorticity iso-surfaces, which are obtained with a new utility code
written for PUMA2, are shown in Figure 12. Several observations can be made. First, for
case I, the flow is attached (as will be shown later in Figure 19), and well defined vortical
structures are shed from the blade tips. For case II, the flow is again attached, however the
wake is asymmetrical because of the 30◦ yaw angle. For the higher wind speed case, i.e. case
III, the flow is massively separated over the entire blade span. Although the tip vortices
can still be depicted, the flow is highly unsteady because of the separation. This is much
better observed when time-accurate results are visualized as an animation. In addition, the
wake structures get convected at a higher speed compared to cases I and II. The vortical
wake of case I is plotted at the end of 2nd revolution, and it is expected that it will continue
to develop as the computation is continued for more revolutions. However, the vortices are
diffused for cases II and III as shown in Figure 12. This may be due to the grid quality and
numerical dissipation which need to be studied further. Also, the grid used for all three cases
was created considering the 0◦ yaw cases (see Figure 6), so it may not be the best choice for
the yawed case II which has an unsymmetric skewed wake structure.

The instantaneous pressure contours on the rotor blade upper and lower surfaces for all
three cases can be seen in Figures 13, 14, and 15 for both blades 1 and 2. The contours show
considerable spanwise pressure variations in addition to the chordwise variations. Figure 16
shows the instantaneous and averaged chordwise pressure coefficient distributions of the
inviscid CFD simulations at 30%, 46.6%, 63.3%, 80% and 95% spanwise stations for blade
2. The pressure coefficient is calculated using

CP = (P − P∞)/(
1

2
ρ∞[U2

∞ + (Ωr)2]) (10)

where, U∞ is equal to 7 m/s for cases I and II, and 15 m/s for case III. The instantaneous
distributions show the time-accurate CFD solutions at time t = 1.667 sec (i.e. at the end of
second revolution) for case I, and at t = 2.500 sec (i.e. at the end of third revolution) for
cases II and III. The averaged distributions are obtained by averaging the solutions with 30◦

12 of 23

American Institute of Aeronautics and Astronautics



intervals over the 2nd revolution for case I, and by averaging the solutions with 1◦ intervals
over the 3rd revolution for cases II and III. In Figure 16, the results of the 0 yaw cases with
7 m/s and 15 m/s wind speeds are compared with the NREL Phase VI experimental data
(obtained from Duque et al.14). There is good agreement between the experimental data
and the computations for case I. There is more deviation between the experimental data and
computations for case III, especially on the blade upper surface. However, the comparisons
are still reasonable keeping in mind that the computations are inviscid on a relatively coarse
grid. The highest differences between the instantaneous and averaged CP distributions are
observed for the 30◦ yaw case (case II). This occurs due to the cyclic unsteady variation of
blade surface pressure as the blade rotates. This is evident from the instantaneous surface
pressure distributions on blade 1 (at 6 o’clock position) and blade 2 (at 12 o’clock position),
as presented in Figure 14, in which the blades are at different azimuthal positions. The
unsteady pressure variations also occurs for case III, however, there is no obvious cyclic
variation as in case II. Consequently, the difference between the instantaneous and averaged
pressure distributions is much less compared to case II, but still higher than case I which
shows minimal level of cyclic variation as expected.

Figure 17 shows the time history of the thrust coefficient, CT = T/(ρ∞(πR2)V 2
∞), of

time-accurate computations for all cases. In case I, CT starts to reach a steady state value
of about 0.52 by the second revolution (corresponding to a thrust of about 2500 N). For case
II, a periodic oscillation of the thrust coefficient is observed around an average value of 0.425
(corresponding to a thrust of about 2000 N). For case III, due to the massive separation
over the blades, non-periodic oscillations are present (with an average thrust of about 4600
N). The thrust coefficient for the yawed case is lower than the unyawed case as expected.
The thrust coefficients for cases I and II are about 2.5 and 2 times higher than that in case
III, respectively. Figure 18 shows time history of the force coefficients for all three cases in
x- and z-directions (relative to the blade’s initial position). In this figure, results for case
I is presented for the 2nd revolution, and the results for cases II and III are for the 3rd
revolution. As seen in the figure, the variations of Fx and Fz time histories are similar to
the CT distributions, however the magnitudes are about 1-2 orders of magnitude smaller.

The instantaneous contours of relative velocity magnitude together with streamlines
around the airfoil sections at 5 different spanwise stations for blade 2 can be seen in Figure 19
for all three computational cases. The flow is attached for both cases I and II, whereas it
is massively separated for case III. This separation occurs due to the high angle of attack
created by the higher wind speed than the other two cases while the rotational speed of the
turbine is kept the same for all cases. Figure 20 shows the relative velocity magnitude and
relative angle of attack (flow angle with respect to the x-axis) variations along the span of
blade 2, obtained at the five-hole probe measurement locations as in the NREL Phase VI
experiments (see Figure 4). As seen in the figure, the relative angles of attack for case III is
about 2 and 3 times higher than those in cases I and II, respectively. The relative angles of
attack in case II are lower and the magnitudes of relative velocity are higher than case I as
expected from the velocity vector descriptions presented in Figure 8.

Schreck and Robinson22 analyzed the blade surface pressure and local inflow data from
the NREL Unsteady Aerodynamics Experiment to characterize the dynamic stall vortex
generated on the blade during yawed operations. It was observed that the highly three
dimensional and complex vortical flow field responded systematically to alterations in the
wind speed and turbine yaw angle. The changes in the flow field due to the variations in
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the wind speed and yaw angle were observed also from the results of the current study as
presented in Figure 19, discussed in detail above. Leishman23 presented the challenges in
modeling the unsteady aerodynamics of wind turbines, and the significance and modeling
of dynamic stall for the wind turbines. Hence, the three-dimensional and time-accurate
CFD simulations of the rotating wind turbine rotor blades are important and necessary in
understanding the three-dimensional and complex nature of the rotor flow fields.

V. Conclusions and Future Work

Three different time-accurate inviscid cases have been computed for the NREL Phase
VI wind turbine rotor using the 3-D, unsteady, parallel, finite volume flow solver, PUMA2,
with rotating unstructured tetrahedral grids. The inviscid results show that the flow is
attached for the pre-stall cases (I and II) with 0◦ and 30◦ yaw angles, with the latter having
an asymmetrical wake structure, whereas there is massive separation over the entire blade
span in the post-stall case (III), which has a higher wind speed of 15 m/s. Comparisons
of sectional pressure coefficient distributions with experimental data show good agreement.
Considerable spanwise pressure variations, in addition to the chordwise variations, are also
observed in all three cases. These inviscid simulations with the PUMA2 code will provide
a basis for the simulations of more complex cases to investigate the interactions due to
atmospheric gust, turbulence and atmospheric shear layer.

Some LES simulations will also be performed for the quiescent air cases using a grid with
more clustering in the wake and boundary layer regions compared to the inviscid grid. A
wall function has also been implemented to the PUMA2 code, which was tested with flow
over sphere simulations.18 Further modifications are being performed on PUMA2 in order
to improve the code’s computational efficiency for LES simulations.

These three-dimensional and time-accurate CFD results can be used for the far-field noise
predictions based on the Ffowcs Williams - Hawkings method,9 which can provide a first-
principles prediction of both the noise and the underlying turbulent flow that generates the
noise, in the context of the wind turbine application.
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a) CASE I at t = 1.667sec

b) CASE II at t = 2.500sec

c) CASE III at t = 2.500sec

Figure 12. Vorticity iso-surface for a) CASE I, b) CASE II, c) CASE III

15 of 23

American Institute of Aeronautics and Astronautics



a) Blade 2

b) Blade 1

Figure 13. Gauge pressure (P − P∞) contours for CASE I at t = 1.667sec (Left: lower surface,
Right: upper surface).
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a) Blade 2

b) Blade 1

Figure 14. Gauge pressure (P − P∞) contours for CASE II at t = 2.500sec (Left: lower surface,
Right: upper surface).
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a) Blade 2

b) Blade 1

Figure 15. Gauge pressure (P −P∞) contours for CASE III at t = 2.500sec (Left: lower surface,
Right: upper surface).
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a) CASE I b) CASE II c) CASE III

Figure 16. Chordwise pressure coefficients at 5 spanwise blade stations for a) CASE I, b)
CASE II, c) CASE III. Symbols for Instantaneous results: red square; Averaged results: blue
circle, and Experimental data: black diamond.19 of 23
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(a) (b)

Figure 17. Time history of the thrust coefficient for a) cases I and II, and b) case III

(a) (b)

Figure 18. Time history of the force coefficients for all three cases in a) x-direction, and b) in
z-direction (relative to the blade).
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a) CASE I b) CASE II c) CASE III

Figure 19. Relative velocity magnitude contours with streamlines around the airfoil sections
at 5 spanwise blade stations for a) CASE I at t = 1.667 sec, b) CASE II, and c) CASE III at
t = 2.500 sec 21 of 23
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a) Relative velocity magnitude b) Relative angle of attack

Figure 20. Instantaneous relative a) velocity magnitude and b) angle of attack distributions
at five spanwise stations along blade 2, for case I at t = 1.667 sec, and for cases II and III at
t = 2.500 sec.
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