AGC (Chapter 9 of W&W)

1.0 Introduction

Synchronous generators respond to load-
generation imbalances by accelerating or
decelerating (changing speeds). For example,
when load increases, generation slows down,
effectively releasing some of its inertial energy to
compensate for the load increase. Likewise, when
load decreases, generation speeds up, absorbing
the oversupply as increased inertial energy.

Because load s constantly changing, an
unregulated synchronous generator has highly
variable speed resulting in highly variable system

frequency, an unacceptable situation because:
- NERC penalties for poor-performance (CPS)
. Load performance can be frequency-dependent
= Motor speed (without a speed-drive)
= Electric clocks
. Steam-turbine blades may lose life or fail under
frequencies that vary from design levels.
. Some relays are frequency-dependent:
= Underfrequency load shedding relays
= \Volts per hertz relays
. Frequency dip may increase for given loss of generation



The fact that frequency changes with the load-
generation Imbalance gives a good way to
regulate the i1mbalance: use frequency (or
frequency deviation) as a regulation signal. A
given power system will have many generators,
so we must balance load with total generation
by appropriately regulating each generator in
response to frequency changes.

As a result of how power systems evolved, the
load-frequency control problem is even more
complex. Initially, there were many isolated
Interconnections, each one having the problem
of balancing its load with its generation.
Gradually, In order to enhance reliability,
Isolated systems interconnected to assist one
another in emergency situations (when one area
had insufficient generation, another area could
provide assistance by increasing generation to
send power to the needy area via tie lines).



For many years, each area was called a control
area, and you will still find this term used quite
a lot In the Industry. For example, on page 348
of W&W, the term 1s defined as “An
Interconnected system within which the load
and generation will be controlled as per the rules
in Fig. 9.20.” The rules of Fig. 9.20 are
discussed in more depth in Section 4.0 below.

The correct terminology now, however, Is
balancing authority area, which Is formally
defined by the North American Electric
Reliability Council (NERC) as [1]:

Balancing authority area: The collection of
generation, transmission, and loads within the
metered boundaries of the Balancing Authority.
The Balancing Authority maintains load-
resource balance within this area.

This definition requires another definition [1]:

Balancing authority: The responsible entity that
Integrates resource plans ahead of time,
maintains load-interchange-generation balance
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within a Balancing Authority Area, and supports
Interconnection frequency in real time.

Each balancing authority will have its own
AGC. The basic functions of AGC are 1dentified

In Fig 9.2 of W&W (Fig. 1a below).
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Figure 9.2 should also provide a “local” loop
feeding back a turbine speed signal to the inputs
of the generators. An alternative illustration

showing this “local” loop 1s given in Fig. 1b.



———>Turbine-Gen N

SweemWaser'Fue
> Turbine-Gen ...
—>Turbine-Gen 2

Turbine-Gen 1

Synchranizing Mator “:_:e‘ 'H_:.:;., —
ACE= nikianl | I  ttyorautc Amginer)

T i
/—-—ﬁ )
AP ie ™ Primary control controls
tie Secondary control

|
|
: output in response to
|
|

1 0 BAf provides regulation transient frequency deviations
Generation Consral \ \\_
I Sysu 3C) | _______
APtie Af

Power

I Frequency Sensoe |
System

|—I Local Area

Il\(aasuamenls of shared Power I Tie Lines to

1 to other Areas, T ¥ |

other Areas

B is negative. Also, in above equation, the BA’s frequency bias in in units of

MWI/0.1Hz. If B is in MW/Hz, then drop “10” in above equation.
If ACE>0, units are pulsed to lower gen. If ACE<O0, units are pulsed to raised gen

Fig. 1b

2.0 Historical View

The problem of measuring frequency and net tie
deviation, and then redispatching generation to
make appropriate corrections in frequency and
net deviation was solved many years ago by
engineers at General Electric Company, led by a
man named Nathan Cohn. Their solution, which
In its basic form is still in place today, Is
referred to as Automatic Generation Control, or
AGC. We will study their solution in this
section of the course. Dr. Cohn wrote an
excellent book on the subject [2].
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3.0 Overview
There are two main functions of AGC.:
1.Load-frequency control (LFC). LFC must
balance the load via two actions:
a.Maintain system frequency
b.Maintain scheduled exports (tie line flows)
2.Provide signals to generators for two reasons:
a.Economic dispatch via the real-time market
b.Security control via contingency analysis

Below, Fig. 1c, illustrates these functions.
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As i1ts name implies, AGC is a control function.
There are two main levels of control:

1.Primary control

2.Secondary control

We will study each of these in what follows.

To provide you with some intuition in regards to
the main difference between these two control
levels, consider a power system that suddenly
loses a large generation facility. The post-
contingency system response, In terms of
frequency measured at various buses in the
power system, iIs shown in Figs. 2b and 2c. This
IS understood in the context of Figs 2a and 2d.

T, Electromagnetic torque

Mechanical O K | Electrical

—
energy energy

Tm, Mechanical torque (from turbine)

Fig. 2a
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The following chart identifies the various time intervals
associated with the above figures.
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As mentioned in Section 1.0 above, on page 348
of W&W, the term control area is defined as
“An 1interconnected system within which the
load and generation will be controlled as per the
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rules in Fig. 9.20.” The rules of Fig. 9.20 are
applied to a two-control area system as
Illustrated in Table 1 and Fig. 3 below.

Table 1
A® AP et int Load change Resulting secondary control action

+ .
illzti 5 Increase Pge, in system 1

+ + - -
illzti 5 Decrease Py, in system 1

+ .
igti S Increase Py, in system 2

+ - -
ig“ 0 Decrease Py, in system 2

L2 -
Control area 1 Control area 2
Pnet int >

AP\ =Load change in area 1
AP ,=Load change in area 2

Fig. 3
The table should be viewed with the following
thoughts in mind:
e The above system may be considered to be
comprised of one control area of interest (let’s

say #1) on one side of the tie line and a “rest of
the world” control area on the other side. The
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“rest of the world” control area may be one
control area or many.

e All values are steady-state values (not transient)
following governor action (primary control) but
before AGC action (secondary control).

e Since all values are steady-state values,
frequency change Aw is the same throughout the
interconnection (1.€., the same Aw 1s seen in area
1 as area 2).

e Frequency change Aw is positive (above 60 Hz)
when load decreases and negative (below 60
Hz) when load increases.

e Change in net interchange, denoted by APyt int,
Is positive for flow increase from area 1 to area
2 and negative for flow decrease from area 1 to
area 2.

e The indications in the “load change” column can
be understood to be the cause of the governor
action (primary control) which results in the
frequency and tie line change.

There are two important points that come from
studying the above table of “rules”:
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1. AGC corrects both tie line deviations
and frequency deviations.

2. The tie line and frequency deviations
are corrected by AGC In such a way so
that each control area compensates for
Its own load change.

These are core concepts underlying AGC.

5.0 Interchange

The interconnection of different balancing

authority areas create the following complexity:
Given a steady-state frequency deviation (seen

throughout an interconnection) and therefore a

load-generation imbalance, how does an area

know whether the imbalance is caused by its

own area load or that of another area load?

To answer the last question, it IS necessary to

provide some definitions [1]:

Summary of terms:

My term WE&W term My symbol | W&W symbol
Net actual interchange APjj
Net schedule interchange SPijj
Interchange deviation APjj
Actual export Total actual net interchange | AP; Pret int
Scheduled export Scheduled or desired value | SP; Pret int sched
of interchange
Net (export) deviation AP; APret int

13



Net actual interchange: The algebraic sum of all
metered interchange over all interconnections
between 2 physically Adjacent Balancing
Authority Areas.
Net scheduled interchange: The algebraic sum
of all Interchange Schedules across a given path
or between 2 Balancing Authorities for a given
period or instant in time.
Interchange  schedule:  An  agreed-upon
Interchange Transaction size (MW), start & end
time, beginning & ending ramp times & rate, &
type required for delivery/receipt of power/
energy between Source & Sink Balancing
Authorities involved in the transaction.

We illustrate net actual interchange & net
scheduled interchange in Fig. 4 below.

14



The word “net”
is used with
actual and
scheduled
interchange
because there
may be more
than one
interconnection
between two
areas.

The net actual interchange between 2 areas:

Alto A2: AP,=120 MW A2 to A3: AP»3=-80 MW
A2 to Al: AP;=-120 MW A3 to A2: AP3,=80 MW
Al to A3: AP13=30 MW
A3 to Al: AP3;=-30 MW

The net scheduled interchange between 2 areas:

Alto A2: SP1,=100 MW A2 to AS3: SP,3=-100 MW
A2 to Al: SP,;=-100 MW A3 to A2: SP3,=100 MW
Al to A3: SP13=50 MW
A3 to Al: SP3;=-50 MW

The interchange deviation between two areas Is
Net Actual Interchange-Net Scheduled Interchange

We will define this as APj;, so:

APij:APij-SPij (1)
In our example:
Area 1.
APlZZAplz-Splzz120-100220 MW
AP13:AP13-SP13:30-502'20 MW

Area 2:
AP21:AP21-SP21:-120-(-100):-20 MW
AP23:AP23-SP23:-80-(-100):20 MW
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Area 3:
AP31:AP31-SP31:-30-(-50):20 MW
AP32:AP32-SP32:80-(100):-20 MW

Some observations:

1.The net actual interchange may not be what is
scheduled due to loop flow. For example, the
balancing authorities may schedule 50 MW
from Al to A3 but only 30 MW flows on the
Al-A3 tie line. The other 20 MW flows
through A2. This is called “loop flow” or
“immadvertent flow.”

2.We may also define, for an area 1, an ““actual
export,” a “scheduled export,” and a ‘“net
deviation” (or “net export deviation™) as:

Actual Export: A7 :;APU‘ (2)
Scheduled Export: > :;SP” (3)
Net Deviation: *" :JZ_;‘AP” (4)

J#i

W&W use different nomenclature/terminology, p. 347:
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e “Total actual net interchange” denoted as
Pretint to mean “actual export.”

e “Scheduled or desired value of interchange”
denoted as Ppet int scheg t0 mean “scheduled
export.”

e AP.etint to mean “net deviation”

Since an area’s net deviation 1s the sum of its

Interchange deviations per eq. (4), and

Since each interchange deviation is Net Actual

Interchange-Net Scheduled Interchange per

eg. (1), we can write

AR = Zn:ARj = Zn:(AHj —Shj) = Zn:AHj —Zn:SHj = AR, —SP
=1 J=1 J=1 J=1
J#I J#I J#I J#I
| - )
This says that the net deviation for an area Is
just the difference between the actual export
and the scheduled export for that area.

Summary of terms:

My term WE&W term My symbol | W&W symbol
Net actual interchange APjj
Net schedule interchange SPijj
Interchange deviation APjj
Actual export Total actual net interchange | AP; Pret int
Scheduled export Scheduled or desired value | SP; Pret int sched
of interchange
Net (export) deviation AP; AP et int
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3.Net deviation is unaffected by loop flow.
For example, in Fig. 5a, the right side has the same
net deviation as the left side but shows a new set
of actual flows between areas, due to a change in
transfer path impedance. But AP; doesn’t change.

->
Fig. 5a

What affects net deviation is varying load (& varying

gen), as illustrated in Fig. 5b, where the right side

has the same scheduled flows as the left side but

shows new net deviation for areas Al, A2.

->
Fig. 5b

We see that the Al actual export is 160 MW instead of
the scheduled export of 150MW, AP,=160-150=10MW.
Likewise, the A3 actual export is 40 MW instead of the
scheduled 50 MW, AP3=40-50=-10MW.

The area A2 actual export is still the same as the
scheduled export of -200 MW, AP,=-200-(-200)=0MW.
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Conclusion: Area Al has corrected for a load
Increase in Area A3. So we need to signal Area
Al generators to back down and Area A3
generators to increase.

Overall conclusion: To perform load-frequency

control in a power system consisting of multiple

balancing authorities, we need to measure two
things:

. Steady-state frequency deviation: to determine
whether there is a generation/load imbalance in
the overall interconnected system.

Af =1 -60 (6)
When Af>0, it means the generation in the
system exceeds the load and therefore we
should reduce generation in the area.

. Net deviation: to determine whether the actual
exports are the same as the scheduled exports.

AR, = AP, — SR (5)
When AP;>0, it means that the actual export
exceeds the scheduled export, and so the
generation in area 1 should be reduced.
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The measurements of these two things IS
typically combined in an overall signal called
the area control error, or ACE.

From the above, our first impulse may be to
Immediately write down the ACE for area I as:

ACE; = AP, + Af (7)
Alternatively,
ACE, =AP + Aw (8)

But we note 2 problems with eq. (8). First, we
are adding 2 quantities that have different units.
Anytime you come across a relation that adds 2
or more units having different units, beware.

The second problem is that the magnitudes of
the two terms in eq. (8) may differ dramatically.
If we are working in MW and Hz (or rad/sec),
then we may see AP; In the 100’s of MW
whereas we will see Af (or Aw) 1n the
hundredths or at most tenths of a Hz. The
Implication is that the control signal, per eq. (8),
will greatly favor the export deviations over the
frequency deviations.
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Therefore we need to scale one of them. To do
so, we define area i1 frequency bias as B;. It has
units of MW/Hz, so that

ACE; = AP, + BjAw (9)
We will look closely at use of this equation for
control. Before we do that, however, we need to
look at the system that we are trying to control
and obtain models for each significant part.

6.0 Generator model

A well-known relation in power system analysis
IS the swing equation. This equation Is derived
In EE 554 and relates acceleration of a
synchronous machine to imbalance between
Input mechanical power and output electrical
power, according to

2
2H d ie _p _P
O)Oe dt (10)
Or, since w=dd/dt, we can write (10) as
2H daw,
=P -P
Wpe dt m © (11)

where
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O¢ IS the machine “torque” (electrical) angle by
which the rotor leads the synchronously rotating
reference;
Pm IS mechanical input power in per-unit
P. Is electrical output power in per-unit
H is the inertia constant in Mjoules/MW=sec
given by
H :E Ia)gm

2 S, (12)
Sy Is the machine MV A rating;
| Is moment of inertia of all machine masses in
kg-m?®x10°:
wom IS the synchronous rotor speed In
mechanical rad/sec
wge 1S the synchronous rotor speed in electrical
rad/sec (will always be 377 in North America).

If you have the EE554 text (Anderson& Fouad),
you will find (11) as eq. 2.18 in that text.

Here, to agree with eg. 9.16 in W&W, we need
to make three changes.
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1.Put frequency In pu:

2H dw,
-P P

Wpe dt m © (13)

De

a)OEZH e

P P
e dt m © (14)
dw

ZHE:PITI_PG (15)

where 0=wm¢/®qe.

2.Use a different inertia term:

Anderson & Fouad define the angular
momentum of the machine as M; we denote it
here as Mg Where

MaF = layn (16a)
From (12) (repeated below, left), we can write
_1leg, Lo =215
T27s, > (16b)
Thus we see that
M ae = 2HS,

" o, (17)
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and solving for 2H, we obtain:

M aF @y
2H = m
S, (18)
Substituting into (15) (repeated below, left):
dw MA@y, d@
R =m-Fed ™ g™ gt =™ Te19)

Now where A&F use the angular momentum
Mar, WE&W use a per-unitized angular
momentum, according to

My = M AF @
S, (20)
Comparison to (18) indicates
Mww =2H (21)
Therefore, we have
MG = PP (22)

where 1t 1S understood from now on that
M:MW\N.

W&W indicate on pg. 332 that the units of M
are watts per radian per second per second.
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However, it is typically used in a form of per-
unit power over per-unit speed per second, as
we have derived it above, and here it has units
of seconds. In fact, W&W themselves mention
this (pg 332) and use it in per-unit form in all of
the rest of their work in this text.

3.Use deviations:

Express each variable in (22) as sum of an
equilibrium value and a deviation, I.e.,

e P.=P.,+AP,
o P.=P,y+AP,

o) =20 ¢+ Ap(t) =1+ Aw(t)
We0
Substitution of the above Into (22) results in
d(1+ Aw(t
m 9 dta’( ) _p 4AP P, —AP, (23)
Simplifying, and noting that at equilibrium,
Pro=Peo, We have
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dAw(t)
M " = AR, — AP, (24)

Equation (24) is eq. 9.16 In your text and Is
what W&W use to represent the dynamics of a
synchronous machine.

Because we want to derive block diagrams for
our control systems, we will transform all time-
domain expressions into the Laplace (s) domain.

MsAw(S) = AR,, — AP, (25)

where we have assumed Aw(t=0)=0.

/.0 Load model

The load supplied by a power system at any given
moment consists of many types of elements,
Including electronic loads, heating, cooking, and
lighting loads, and motor loads, with the latter two
types of load comprising the larger percentage. Of
these two, it Is quite typical that heating, cooking,
and lighting loads have almost no frequency
sensitivity, 1.e., their power consumption remains
constant for variations away from nominal
frequency. More discussion about various load types
Is in [3].
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Motor loads, on the other hand, are different. To
see this, we will focus on only the induction motor
which tends to comprise the largest percentage of
motor loads.

Consider the standard per-phase steady-state
model of an induction motor, as given in Fig. 6.

Il Rl jxl R; j><ZJ
O L L L | L
e D e
O l
Fig. 6

From this model, the electric power delivered to
the motor can be derived as:
3Vin” Ry’

{(Rth +Rzljz + (X + xz')z} (26)

S

P =

where Ryt Xy and Vg, are the Thevenin
equivalent impedance and voltage, respectively,
looking from the rotor circuit (the junction
between jXs and R’ in Fig. 6) left, back into the
stator circuit.
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Recall that induction motor slip is given by

5= L) (27)
where ws IS the mechanical synchronous speed
(set by the network frequency) and ., IS the
mechanical speed of the rotor. Substituting (27)
Into (26) we obtain

o Wi’ Ry _
2
R,’ ,
Rin + 2 +(Xth + X )2 (28)
(@s-am)
W

Question: Let’s assume that the voltage Vy, and
the mechanical speed w,, remain almost constant
(the “almost™ is because there is some variation
in o, Which can be observed by plotting torque
vs. speed curves—see notes from EE 559).

What happens to P as ms decreases?
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Example: Assume constant mechanical speed
oy, 0f 180 rad/sec. What happens to

(s — M
)
(Vs
for a 4-pole machine when frequency decreases
from 60 Hz to 59.9 Hz? Then Indicate

qualitatively what happens to power drawn by
the motor under this same frequency deviation.

Solution: At 60 Hz, the synchronous speed is
given and corresponding slip are given by
ws=27t/(p/2)=(2m)(60)/(4/2)=188.5 rad/sec
$=(188.5-180)/188.5=0.0451

where p iIs the number of poles. At 59.9 Hz, it is
given by

®s=(21)(59.9)/(4/2)=188.18 rad/sec

$=(188.18-180)/188.18=0.0435

And so reduction In frequency causes a
reduction in slip. From (26), we see that this

will cause the term “= to increase, which will
cause the overall power expression to decrease.
Conclusion: Power drops with frequency.
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EPRI [4] provides an interesting figure which
compares frequency sensitivity for motors loads
with non-motor loads, shown below In Fig. 7.

e — - i

Fig. 7

Figure 7 shows that motor loads reduce about 2% for
every 1% drop in frequency. If we assume that non-
motor loads are unaffected by frequency, a
reasonable composite characteristic might be that
total load reduces by 1% for every 1% drop iIn
frequency, as indicated by the “total load
characteristic” in Fig. 7.

To account for load sensitivity to frequency
deviations, we will define a parameter D

according to
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pu change In load

D=
pu change in frequency (29a)
from which we may write:
pu change inload = DAw (29b)

If our system has a 1% decrease in power for
every 1% decrease in frequency, then D=1.

In determining D based on (29a), the base
frequency should be the system’s nominal
frequency, in North America, 60 Hz. The base
load should be the same as the base MVA, S,
used to per-unitize power In the swing equation
(24), repeated here for convenience.

M dAw(t)

dt
In (24), AP, Is the change in electric power out
of the synchronous generator.
The change In electric power out of the
synchronous generator will be balanced by
e any changes In net electric demand in the
network, which we will denote as AP, and

= AR, — AP, (24)
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¢ the change in load due to frequency deviation,
according to (29b).
Therefore
AP, = AP, + DAw (30)
Please note that this “D” differs from the “D”
used In stability studies to represent windage &
friction.

Substitution of (30) into (24) results In

dAa(t)
M " = AP,, — AP, — DAw(t) (31)

Taking the Laplace transform of (31) results in
MsAw(S) = AP, (S) — AP (S) — DAw(S) (32)

where again we have assumed Am(t=0)=0.

Solving (32) for Am(s), we obtain

MsAw(s) + DAw(s) = AP, — AP, (S)
Aw(s)(Ms + D)= AP, — AP_(s)

Ao(s) = (4Py - AR (s))ﬁ (33)

.

Input
P Transfer

Function

We model (33) as in Fig. 8.
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APn(s) + 1

>
Ms+D Aw(s)

APL(S)
Fig. 8

8.0 Turbine (prime mover) model

The mechanical power is provided by the prime-
mover, otherwise known as the turbine. For
nuclear, coal, gas, and combined cycle units, the
prime-mover 1S a steam turbine, and the
mechanical power is controlled by a steam
valve.

For hydroelectric machines, the prime mover is
a hydro-turbine, and the mechanical power is
controlled by the water gate.

We desire a turbine model which relates mechanical
power control (steam valve or water gate) to
mechanical power provided by the turbine.
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Since the mechanical power provided by the
turbine is the mechanical power provided to the
generator, we can denote it as AP, We will
denote the mechanical power control as APy,.

Reference [5, p. 214-216] provides a brief but
useful discussion about turbine models and
Indicates that a general turbine model Is as
shown In Fig. 9.

=>NEXT 6 PAGES PROVIDE BACKGROUND
ON TURBINE MODELING. YOU SHOULD
READ THIS ON YOUR OWN.

= IN LECTURE, WE SKIP TO PAGE 40.
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Ky Ky K
1 | 1 1 1
1+7,5) 1+T.s) 1+755) 1+T)
Fig. 9
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This turbine model can be applied to a multi-stage
steam turbine, a single-stage steam turbine, or a
hydro-turbine.

The multi-stage steam turbine is a common type of
turbine that uses reheating to provide additional
power from the same steam, and as a result is most
often called a reheat turbine. The principle behind a
reneat turbine Is that the energy of the steam is
dependent upon two of its attributes: pressure and
temperature.

This can be observed in a very simple way by
recalling that work done by exerting a force F over a
distance d is given by W=Fxd. Dividing F by Area
A and multiplying d by A, we get W=(F/A)xdA, and
recognizing F/A as pressure, P, and dA as volume V,
we see that W=PxYV.

Now the only other thing we need to know is that
volume V increases with temperature, and we see
quickly that the energy exerted by an amount of
steam flowing over turbine blades increases with
pressure and temperature.
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A typical 2-stage reheat turbine is shown in Fig. 10
where we observe that the reheater provides
Increased temperature to utilize the reduced pressure
steam a second time in the low pressure turbine.

2400 PSI
1000° F HP LP GEN
Turbing ~.Turbine
STEAM |
y

VALVE Exhaust 500 PSI
600 PSI 1000° F
600° F Y

REHEATER

Fig 10

Referring once again to Fig. 9, the time constant T4
represents the first stage, often called the steam
chest. If the turbine is non-reheat, then this is the
only time constant needed, and the desired transfer
function is given by

AP, (S) =

T Tys Y ) (34)

For multistage turbines, reference [5] states that
“The time constants Ts, Tg, and T are associated
with time delays of piping systems for reheaters
and cross-over mechanisms The coefficients Ky,
Ks, Ks, and K; represent fractions of total
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mechanical power outputs associated with very
high, high, iIntermediate, and low pressure
components, respectively.”
Reference [5] also provides some typical data for
steam turbine systems, reproduced in Table 2 below.

Table 2

Ts | T5 | Tg | T7 | Ky | Ky | Ks | Ky

Non- /03| 0|0 O] 1] 0 /| O0] O
reheat

Single- 10270 0 10403 ,04|03| 0
reheat

Double-| 0.2 | 7.0 | 7.0 | 0.4 [0.220.22| 0.3 |0.26
reheat
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Finally, reference [5] addresses hydro turbines:
“In the case of hydro turbines, the situation
depends on the geometry of the system, among
other factors. The overall transfer function of a
hydro turbine is given as

1-sT
AP, (s) = W
1+ 0.5sT,,

where T, IS known as the water time
constant. The significance of the above
transfer function is that it contains a zero in
the complex right-half plane. From a
stability viewpoint, this may cause some
problems since this is a non-minimum phase
system. Using the model of Figure 6.5 (Fig.
9 in our notes) one identifies the following
parameters: T,=0, Ts=T,/2, Ts=T:=0, K;=-2,
Ks=3, Ks=K;=0. Typical values of T,, range
from .5 to 5 sec.”
The above system is called “non-minimum
phase” because it has a right-half-plane zero and
therefore, in frequency-response (Bode) plots,
we will see a greater phase contribution at
frequencies corresponding to the RHP zero.

AR ()
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We will be able to illustrate the basic attributes
of AGC by using the model for the simplest
turbine system — the nonreheat turbine, with
transfer function given by (34).

For convenience, we write this transfer function
here, together with that of the generator with
load frequency sensitivity given by (33):

AG(S) = (AR, — AP }—— = (AR, ~ AP, (9))G(5)

- v “Ms+D -~ v )
nput Transfer nput
Function
1
AP, (S) = AR, (S)=T(s)AR, (s
n ()= 7,5 AR () =T (AR, (5 (34)
Substituting (34) into (33) results In
1 1

Aaw(s) = ( AR, (3) - AR (S)j Ms+D (39)

We see in (35) transfer functions providing
frequency deviation as a function of:

e change in steam valve setting and

e change In connected load.

The block diagram for this appears as in Fig. 11.
Fig. 12 illustrates the action of the primary
speed controller, which we will describe next.

1+TyS
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YO APn(S) + S BN
1+sTy ) Ms+D pols)
T(s) AP, (5) G(s)
Fig. 11
APy(s) 1 APw(s) + L
2 > >
Q 1+sT, ] Ms+D pols)
' T(s) APL(S) G(s)
Q(S) e

Equations (36-37): _
A(s) = (AP (5) ~APL(5))G() Fig. 12

AP, (8) =T(8)AR, (8) = =T (s)Q(s)Aw(s)
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9.0 Primary speed control

The primary speed controller is also referred to

as the speed governor. It has three purposes:

1.Regulate the speed of the machine.

2.Ald In matching system MW generation with
system MW load.

3.Provide a mechanism through which
secondary speed control can act.

Regulation of speed means we will control Aw.
To control Am, we must regulate the input
power to the machine, denoted In Fig. 11 by
APy,. This requires having feedback from A to
APy. We denote this feedback as Q(s), as shown
In Fig. 12.

Using the simpler notation of T(s) and G(s), we
can see from Fig. 12 that

Aa(s) = (AP (s) — APL(5))G(s) (36)
and
AP, (s) =T(S)AR, (s) =-T(s)Q(s)Aa(s)  (37)
Substitution of (37) into (36) results in
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Aaxs) = (=T (5)Q(s)Ac(s) - AP_(s))G(s)  (38)
Solving for Aw...
Aw(S)+T(S)Q(S)Aw(s)G(S) =—AP, (s)G(S)
Aa(S)L+T(s)Q(s)G(s)) = —AP, (s)G(s)
— AP (5)G(s)

ABS) = T (90(5)6() (39)
Appendix A of these notes provides an analysis
of a mechanical-hydraulic speed governor that
was used for many years (and still is in some
older power plants). Newer plants today use
computer-based digital controllers. But the
concepts are the same; we utilize eq. (A22) from
App A to illustrate the relations (in notation of
App A, the circumflex above variables indicates
the Laplace domain in these equations).

—ksk . .
— 55;4 (ki A — K A\APL ) (A22)
Here, AXe is the same as APy. We drop the AXg
notation, and we ignore AP¢ (which is the set-
point power output) for now, so that

—kek
AR, = — 23 [ AG
= ke, A (40)

APV - A),ZE -
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The first kind of governors ever designed
provided simple integral feedback. This Is
obtained from (40) if k4 Is set to O (in Appendix
A, this corresponds to disconnecting rod CDE at
point E In Fig. A4 and A5 — see eq. (Alla)).
Then we obtain

_ k5k3 A
AR, = < KiAw (41)
The constants in (41) are combined to obtain:
_—Kg .
AR, = 5 Aw (42)

Comparing (42) to the block diagram of Fig. 12,
we see that

Q(s) = K—f (43)
Substitution of (43) into (39) results in
ACO(S) — ﬁPL (S)G (S)
1+ SGT (s)G(s) (44)

The block diagram for (44) is shown in Fig. 14.
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APy(S) 1 APr(s) + !
)y > .
Am(S)
1+sT4 _ Ms+D

T6) ARL(S) G()
Q(s)
1
s |
Fig. 14
1 1
1+sT, ) Ms+D
) T(s)

Aq(s)




It is of Interest to understand the steady-state
response of the system characterized by (44) to
a load change.

Let’s assume that the load change 1s an
Instantaneous change. Mathematically, we can
model this using the step function u(t). If the
amount of load change is L, then the appropriate
functional notation is

AP (t) = Lu(t) (45)
Taking the Laplace transform, we obtain
L
AP, (S) = S (46)
Substituting (46) into (44), we obtain
- 26()
Aw(S) =
1+ *?T (5)G(s) (47)
Multiplying through by s results in
— LG(s)
A —
) = KT (96() (48)

Recall the final-value theorem (FVT) from
Laplace transform theory, which says

46



lim f(t) = IimOsF(s)

[ = e'e)

We can use the FVT to obtain the steady-state
response of (48) according to:

fim o) =l s80f6) = I ) 0(49)
Equation (49) Indicates that the steady-state
response to a step-change In load Is 0. In
classical control theory, this is said to be a
“Type 17 system, Implying that the response to
a step change gives 0 steady-state error.

Therefore, this governor forces Aw(t) to 0 after a
long enough time. Very nice!

Orisit...?

To fully appreciate the implications of this
governor design, we need to recognize that the
frequency deviation signal Aw(t) actually comes
from comparing the measured turbine speed ®
with a desired reference speed oy, SO that

Aa(t) = orer — aot) (50)
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Since there are many generators In a power
system, each having their own equation (50), we
can write

Ay () = dpepy — (1)
Awy (1) = Opet» — (L)

Aw, (t) = @pefn — o(t)
It is physically not possible to ensure

WDyrefl = Wref2 = " Wrefn
This governor design would work fine If there
were only a single machine. But with multiple
machines, there will always be some units in the
system that see a non-zero actuation signal Acw.

This causes machines to ‘“fight” against one
another.

That 1s, for the two-machine case, we will see
that machine 1 will correct causing machine 2 to
see actuation, machine 2 will correct causing
machine 1 to see actuation, and so on.
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To correct this problem, we add a proportional
feedback loop around the integrator, as shown in
Fig. 15. Note that the transfer function for the
speed governor Is now given by
AG)(S) KG /S KG
S) = = =
o) Aq(s) 4, KeR s+KgR (51)

4+ =
S

Factoring out the KgR term from the
denominator, we obtain

K 11
Qs) = —— ==
KGR[ > +1} R(1+Sj (52)
KeR KeR

Now define Tg=1/KgR as the governor time

constant, we can write (52) as
1

1
) =g (L+5Tg) (53)
We can use (53) in redrawing Fig. 15 as shown
In Fig. 16. We may derive the overall transfer
function via Fig. 16. Alternatively, we may
substitute (53) into (39), repeated here for
convenience.

Aw(S) =

— AP, (s)G(s)
1+ T(s)Q(s)G(s) (39)
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@APV(S)>

Aq(s)

A®(S)

_______________________________
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— AP (5)G(S)

1 1 54
1+R(1+STG)T(3)G(5) (54)

Again, we desire to look at steady-state
frequency error to a step change In load.

Following the same procedure as before, with
L

AP, (s) = N (46)

the FVVT provides that we can write
lim Aw(t) = lim sAw(s)

to>w s—0

Aw(S) =

_lim s . —(Ll/s)G(s)
20 14 = T(s)G(s)
R (L+5sTg) (55)
: — LG(s)
=T
l+R (1+ STG)T(S)G(S)
To better see the significance of (55) we need to
substitute into it the transfer functions for G(s)

and T(s), which can be seen from Fig. 16 to be

1 1
GO = s+ D =17 sT, (56)

Substitution into (55) results in
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B 1

: : Ms+ D
lim Aw(t) = lim

R(@1+sTg)(@+sT,)(Ms+D)
Clearing the fraction in the denominator,
i R+ sTg 1+ 5T, Ms + D)

- T Ms + D
Jm Aalt)= im R{A+sTg J1+sT,\Ms+D)+1 (98)

Canceling the Ms+D term in the numerator,

. . — LR(1+sTg 1 +5sT,)

lim Ao(t) = |

Jm Aet)=Im RL+sTg Y1+sT,)Ms+D)+1 (99)
Now we can see that as s—=>0, the expression
becomes

- LR —L

A = o1~ Dr1/R (60)
We denote the steady-state response to a step
load change of L as Aw.,
O L
" RD+1 D+1/R (61)

We will address how to eliminate this steady-
state error. Before doing that, however, let’s
look at what happens to the mechanical power
delivered to the generator in the steady-state.
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To do that, we follow the same procedure as we
did when inspecting steady-state frequency
deviation, except now we are Investigating
AP oo

This requires that we first express APn(S). This
can be done easily based on Fig. 16, where we
observe that
APy (8) =-T(s)Q(s)Aa(s) (61)
Substituting (39) into (61), we obtain
— AP (s)G(s)
APn(8) = -TERE) 1 5 0e)6() (62)

Substituting (53) and (56) into (62) results in
1

—AP, (s
1 1 L( )Ms+D

1
L+sT)R@+sTe),, 1 1 1 1 (63)

AP, (S) =—

(1+sT,)R (1+sTg) (Ms+ D)

Clearing the fraction in the denominator
APL(8) R(L+sT, 1+ sTg \Ms + D)

1 1 1 Ms + D
AP () = (L+sT,)R(L+sTg) R@+sT,)L+sTg)Ms+D)+1 (64)

Several terms will cancel:

_ — AP, (S)
APm(s) = R(L+sT,)l+sTg\Ms+D)+1  (69)

Note the two negative signs make a positive.
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Again using
L
AP (s) = N (46)
and applying the FVVT, we obtain:
lim AP, (t) = Iim0 SAP, (S)

t—o
— lim s L/s
550 R(1+5sT,)1+5Tg ) Ms+D)+1
. L
- s![)nO RAL+5T,)JL+sTg (Ms+D)+1 (66)
L
~ RD+1
Therefore,
L
AP = 2D 11 (67)
But recall (61):
A, - LR
“ " RD+1 (61)
Dividing both sides of (61) by —R, we obtain
-Aw,, L
R  RD+1 (68)
Equating (67) and (68) results in
—Aw,,

ARy o = : (69)
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Finally, we use the fact that, at steady-state,
APnh.= AP.,., and therefore (69) can be
expressed as

_ — Ao,

AR, , = A (70)

Or, equivalently,
Aw,, = -RAR, , (71)
Figure 17 plots ., as a function of P .

Slope=-R=Aw®./AP.

Pe oo

Moo

Fig. 17
Figure 17 displays the so-called droop
characteristic of the speed governor, since the
plot “droops” moving from left to right.
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It Is important to understand that the droop
characteristic (Fig. 17) displays steady-state frequency
and power. You can think of AP, (t)=Lu(t) as the
Initiating change, then we wait a minute, at which time
all transients have died, and the speed governor will
have operated in such a way so that the frequency will
decrease (for positive L) by Aw,, and the generation
will have increased (for positive L) by AP .

The parameter R can be understood via
R__ A,
AP, (72)

which shows that R iIs the value of per-unit frequency
deviation required to produce a 1 per unit change In
electric output power.

R is called the regulation coefficient, or droop constant.
It is typically set to 5% (0.05 pu) in the US (frequency
and power are given in per-unit and the power per-unit
base is the generator rated MVA). At 5% droop, the
frequency deviation corresponding to a 100% change
In machine output is 3 Hz.

Question: Would 4% droop be tighter or looser
frequency control than 5%?*

! Westinghouse machines used to be set to 4% and GE machines to 5%. It was then
recommended to set all machines to 5%, and some confused engineers were supportive on the
basis that the higher value of R was better for frequency regulation.
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Answer: It would mean that a machine is required

to move more for a given frequency. At 4% droop,
the frequency necessary to cause a 100% change iIn
machine output is 2.4 Hz. So answer is “tighter.”

Recalling (70),

—Aw,,
AR, , = A (70)

we see that if all units In the interconnection
have the same R, in per-unit (on each units base
MVA), and recalling that in the steady-state, the
entire interconnection sees the same Aw,, (70)
tells us that all units will make the same per-unit
power change (when power iIs given on the
generator rated MVA). This means that
generators “pick-up” 1n proportion to their
rating, 1.e., larger sized machines “pick-up”
more than smaller sized machines. Lovely.

Observe the benefit. Before, with integral
control only where Q(s)=Kg/s, we found steady-
state error to be zero, but the machines would
continuously “fight” against each other if their
oref Were not exactly equal.
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Now, with proportional-integral  control,
Q(s)=(1/R)(1/(1+sTg), we have non-zero
steady-state error, but, machines will not “fight”
one another; instead, they will load share iIn
proportion to their MVA rating, and In
proportion to the final steady-state frequency
error. This situation is illustrated in Fig. 18
below.
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f f
|
60hz) T N
‘ s e A N }3 Hz
B S S i S S S N
| -
AP, AP,
: : Pg max : II:)l,max
P> (MW) ° P> (MW)
Fig. 18

Notice in Fig. 18, that when Af=3Hz, for both units, j=1 and j=2,

o[ atreo ][ sre0 ],
AP [P oy P x| P max
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Question: What can we do about the fact that we
have a steady-state frequency deviation?

Answer: Modify the real power generation set
point of the units.

The control point in which to accomplish this is
called the “speed changing motor.” For a system
with a single generator, this control changes turbine
speed (and therefore the name) and consequently
frequency. But for interconnected systems with a
large number of generators (such that frequency is
almost constant), this control mainly changes the
power output of the machine and is situated so that
the governor can do the work of actually opening
and closing the valve (or gate), as shown in Fig. 19
below, which we redraw as shown in Fig. 20 and
then Fig. 21. W&W calls the control the machine’s
“load reference set point.” I denote it by AP .

The modification to the speed changer motor
will cause a shift as shown in Fig. 22. For
constant power, speed (or frequency) changes.
For constant frequency, power changes.
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A®(S)

5 APV(s)> 1 APy(S) ) 1
1+sT, _ Ms+D
' T6) AFLS) G(s)
Aq(s) 1 + |1
1+sTe | R [
-APref(S)
Fig. 19
AP\(s) 1 APy(s) +| 1
1+sT, _ Ms+D
T6) AFLS) G(s)
Aq(s) 1

A®(S)

1 ]
1+sTe  |©
+

APref(S)
Fig. 20
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Y 1 APy(s) 1 APr(s) +) 1
APref(s) 1+sTe 1+sTa4 ] Ms+D pols)
TE) ARE) G()
1
R <
Fig. 21

60 Hz

Pref5> Pref4>|:>ref3> Pref2> I:>ref1

1.0 pu

e,

O;.5 pu P
Fig. 22
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10.0 Two-area system

Let’s now consider applying governor control to
a system comprised of two balancing areas (BA)
with each BA having only one generator (and so
we have temporarily relieved ourselves from
having to worry about how to allocate the
demand among the various generators). Fig 23
below illustrates.

Fig. 23
The power flowing from BAL1 to BA2 may be

expressed as
VAV
P2 Z%S'n(gl—gz) (71)
Assume that V,=V,=1.0 and that (0,-0,) Is small

(and in radians). Then (71) becomes

Po= %(91 - 65) (72)
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Now assume that we have a small perturbation
(perhaps a small AP, ). Then

Rz +AR; = %[(91 +A6,)~ (6, +A6, )] (73)
which can be rewritten as
Po+AR, = %[(‘91 ~0,)+(86, - A6, )] (74)
where we see that
AR, (1) = %(Aé?l(t) ~ A, (t)) (75)

In (75), we have made the dependency on time
explicit. Taking the Laplace transform of (75),
we obtain:

AP 5(S) = % (AGL(5) — ABy(s)) (76)
But
AG (1) = [ Aw; (t)dt (773)
In Laplace, (77a) becomes
Aw;(s)
AG(s) =— (77b)

Substituting (77b) into (76) results in
AP5(s) = six (Ao () — Ay (s)) (78)
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Equation (78) assumes that Awi(s) Is In rad/sec.
However, we desire it to be In per-unit, which
can be achieved by (79):

AP o (s) = % (Awy () — Ay (s)) (79)

Notation for Aw; In (78) and (79) Is the same,
but in (78), Aw; IS In rad/sec whereas in (79),
Awi 1S In pu, with this difference in the two
equations being compensated by the
multiplication of base frequency weg IN (79).

Now we define the tie-line stiffness coefficient
T = %e0

X (80)
This tie-line stiffness coefficient is proportional
to what is often referred to as the synchronizing
power coefficient. For a single-generator
connected through a tie-line having reactance X
to an infinite bus, the power transfer is given by

P, :V—1>\(/2 sin &

where V; and V, are the voltage magnitudes of
the two buses and o 1s the angular difference
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between them. In this case, the synchronizing
power coefficient is defined as

P, V)V,

05
The synchronizing power coefficient, or the
stiffness coefficient as defined in (80), increases
as the line reactance decreases. The larger the T,
the greater the change in power for a given
change in bus phase angle.

COS O

Equation (79) becomes, then,
AR(9) = (A () - Aay(s) (81)

The text (pp. 341-344) uses Py Instead of P,;.
To clarify, we have

— APy = AP, = AR (82)
Observe that +AP;, causes increase generation
from BAL — it appears to BA1 as a load increase
and should therefore have the same sign as AP,.
We draw the block diagram for the 2-area
system using two of Fig. 21 with (81) and (82),
as shown In Fig. 24, which is the same (except
for some nomenclature) as Fig. 9.16 in W&W.
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APref,l(S)

APref,Z(S)

1 <
R1
1 [APue) 1 AP4(s) +>@_’ 1
1+sT A(Dl(S)
el 1+ST4,1 /' - M;1s+Dq
APrie(S
Ti(s) w9 e
< -g P
APLz(S)
\ APtie(S)
+
1 [APw() & AP o(s) +>@ 1
1+sT Awy(s)
vlez 1+sT4p M,s+D5 i
T,(S) Ga(s)
P
R
Fig. 24
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In
developing
data for the
2-area
system, all
quantities
must be
normalized
to the same
power base.
This pertains
to M, D, R,
and all power
quantities.

We would like to find steady-state values of
frequency Aw, and mechanical power AP,
and AP,,... To do this, we begin by recalling the
expression for Aw(s) for the single balancing
area model, given by (54):

AC()(S) _ 1 o AF;I__ (S)G(S)
1+ T(s)G(s) (54)

R(1+sTg)

where,
1 1
Ms+ D Tis)= 1+ Ty (56)

Substitution yields
— AP (s) '

AG)(S): Ms + D

TR S (83)
R(@+sTg)1+sT, Ms+D

Simplifying,
Aaw(S) =

G(s) =

—AP_(s)R(1+5sTg J1+5sTy)
R(L+sTg J1+5T;Ms+D)+1 (84)

Remember, (84) is for a single balancing area.
Question: If you are BAl, how does being
connected to BA2 differ from operating as a
single BA?
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Answer: The answer can be seen by comparing
the external inputs (to the “demand summer™) of
Fig. 24, which models 2 interconnected
balancing areas, and that of Fig. 21, which

models just one.
AP 4(S) +>®_’
/ APyie(S)

APL;L(S)
_A L(S) APLZ(S)
\ APtie(S)
From Fig. 21 jJr
APy(S) +)

From Fig. 24

Whereas Fig. 21 sees only its own load change,
AP\, as an external input, Fig. 24 sees,

1. in the case of BAI1, the BAl load change
plus the tie-line flow change, AP 1+APye, 1.€.,

AP, — AP, { + AP, = AP, (S) +%(Aw1(5) —Aw,(S)) (85a)
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2. and In the case of BA2, the BA2 load
change less the tie-line flow change, AP ,-
APtie1 Ie,

AP_ — AP ; —ARjje = AP 4 (S) _E(Awl(s) ~Awy(9)) (85b)

So what we can do Is to just make the
substitution of (85a) into the Aw expression of
(84), i.e., replace AP, in (84) with AP_+ APy
from the RHS of (85a). Alternatively, we can
make the substitution of (85b) into the Aw
expression of (84), i.e., replace AP, In (84) with
AP - APy from the RHS of (85b). In the first
case, we obtain Awi, and In the second, we
obtain Aw,. It does not matter which one we use
because we are interested In the steady-state
frequency, and we know within an
Interconnection, the steady-state frequency Is
the same everywhere, so the expressions will be
Identical.

Although it gets a little algebraically messy,

making one of the above substitutions, with
AP 1(s)=L,/s, and use of the FVT, we obtain:
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Again, for
the 2-area
system, all
quantities
must be
normalized
to the same
power base.
So in (86),
R1, R, Dy,
and D, must
be on the
same power
base. Let’s
denote them
with a
subscript of
“Bsys” in
what follows.

There are
two “demand
summers.”
The one
discussed
here is the
one in the
right-center
of the Fig. 24
diagram,
where AP, is
input.

Aa)].oo — A60200 — — Ll

=Aw,,

1+1+ D, + D,
Ri Ry

You can also algebraically find AP,;, and

APz, OF You can reason as follows:

—Aw,,
1. We found before that APm« =

one balancing area system.

2. As we already observed, the only difference
between the single area and the two area
model, from the point of view of either area, Is
what the “demand summer” sees.

3. But observing the model of Fig. 24, we see
that AP, depends on the input to the demand
summer only through Aw; as long as we know
Aw, we do not need any additional
Information about the input to the demand

summer to obtain AP,,. Therefore, we have

—Aw,, —Aw,,
AP = AP, = R (87)

ml, o0 R m 2 , 00
1,Bsys 2,Bsys

How does the generation get

(86)

for a

Question:
distributed?
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Define Ry g1=R; g, (=0.05) as droop constants on
the machine base.

But (87) are derived from a system of governors,
necessitating that APy, APy, Ry, and R, be
given on the same MVA base — the system
MVA base, which we refer to as Sgss (as
opposed to the machine MVA base, Sg).
Recalling Ao, =—RAR, . ~we can write that the
per-unit frequency deviation is:
AP(MW) AP(MW)
Ao, :_Rl,Bsys SmlOO :_Rl,Bl Sm:f (88)

Bsys

where ARG is in MW. Solving (88) for Ry ggys,
we obtain

Bsys

Rigoys = Rigs S, (893.)
Similarly, we can derive
R, s =R ﬂ
,Bsys 2,B2 S (89b)

B2

Substitute (89a) and (89b) into (87) results in
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-Aw, = —Aw,

AP o = Sp1

R SBsys R1 B1Bsys (90a)
1,B1 S
Bl
APn2.o = _AGS)OO _ T A% Sg2
R Bsys RZ,BZSBsys (90b)
2,B2 S
B2

Equations (90a) and (90b) express the steady-
state power deviations in per-unit on the system

base, Sggys. 10 express them in MW, we have
—Aw

MW 00
APml,oo — Rl,Bl SBl (913.)
MW T Aw,
AP 2 "R, Sg2 (91b)

If we require that R;g:=R,g, be equal (and In
North America they are 0.05), then (91a) and
(91b) indicate that the governor action responds
In such a way so that each balancing area
compensates for load change in proportion to Its
size. This was a conclusion we guessed at Iin the
analysis of a single area — see equation (70) —
but here we have confirmed It using rigorous
analysis for a two area case.
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As a last comment regarding the two-area
model, let’s take a look at the electrical power
out of the machines. In what follows, all
quantities are on a common power base (Sgsys).

In the single area case, you will recall that the
steady-state deviation in electrical power out of
the machine Is equal to the change in load AP,
plus the change in load resulting from the
steady-state frequency deviation per (30), I.e.,
AP, = AP, + DAw (30)
The situation for area 1 will be exactly the same,
except now we also have to pay attention to
changes in tie-line flow, I.e.,
APy, = AP 1 + DiAw,, + AR, (92)
where AP;e=AP1,=-AP,,. If the only load change
is in BA1, i.e., AP »,=0, then

AReoo, = DiAw,, — ARje (93)
But recall from (87)
—Aw, Ao,
AP, , = - AP, . = : (94)

1,Bsys 2,Bsys

Substitution of the AP.,,, of (94) into (93) gives
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— A,

ARe2 0 = , = DyAw,, — AR;je (95)
Solving for APy results in
1
ARjje = Aa)oo[DZ + R—zj (96)
Substitution of (86) into (96) results In
- Ll(DZ + l}
R;
APtie - 1 1
—+—+D;+ D, (97)
Ry Ry

11.0 Secondary control

Question: What sort of additional control do we
need for our two-area system?

For a step load change in area 1, we desire:
1. APni=AP4 } Each BA compensates

2. AP.»,,=0 for its own load change.
3. Aw,.=0
4. APtiGOO:O

How to develop such a control?
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There are three basic ways:

1. Derive steady-state relations for Aw, and APy, and
ask: What do we need to do to make their sum = 0?
This 1s what W&W do, see page 349.

2.Derive expressions for Aw(s), APie(s), APmi(S), and
APq»(S) given an unknown control input u(s), and then
apply conditions 1-4 above. This works, but it is
algebraically messy.

3. Reason via knowledge of process control. This is what
we will do. The reasoning is provided in what follows.
Integral control action: Consider the following system
that is conceptually similar to our own two-area load-

frequency model.

— 5 A()  [aE) X Bs) PO ¢ —
© 0

) p(s)=1/s

We desire to ensure that b(t) and c(t) are driven to 0 in the
steady-state (t=c0) following a step change in p(t), i.e., p(s)=1/s.
In the above system, we do not achieve this as shown below
(assume r(s)=0).

b(s) = —B(s) p(s) =

—C(s)B(s)

— B(s)

c(s) = C(s)b(s) =

b, =limb(t) = lim sb(s) = Ligg[— B(s)]
c.. =limc(t) = lim sc(s) = ISiLrg[C(s)B(s)]

We observe that neither term goes to zero.
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The only way we will achieve b,=0 is if we have a “zero”
in B(s), and the only way we will achieve c,=0 is if we
have a “zero” in B(s) or C(s) or both.

Assumption 1: We do not have a zero in B(s) or C(s).
Assumption 2: We do not have a zero in A(S).

Let’s add a controller in front of A(s) and feedback the
sum of c(s) and b(s) through it as follows:

" —» D(s) [ A(s) [20) * Be) | PO  c(s) Y
c(s)
- - p(s)=1/s

+

)

+

Again, assume that r(s)=0 and p(s)=1/s. We may derive
the expression for b(s) as follows:
a(s) = —A(s)D(s)[b(s) + c(s)] = —A(s) D(s)[b(s) + b(s)C(s)]

b(s) = B(s)|a(s) - p(s)] = B(s)[a(s) —ﬂ — B(s)a(s) — 2
B(s)

= b(s) = —B(s) A(s) D(s)[b(s) + b(s)C(s)] -

— _b(s){B(s)AGS)D(s)L+ C(s)]} - BE)

_B(s)
S

= b(s){1+ B(s)A(s)D(s)[1+ C(s)]} =

b(s) = —B(s)/s
1+ B(s)A(s)D(s)1+ C(s)]
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And because c(s)=C(s)b(s),
—B(s)C(s)/s
c(s) =
1+ B(s)A(s)D(s)1+C(s)]

We can now look at the steady-state error of
these two terms:

i ) - — B(s)
b, =limb(t) = lim sb(s) = lim L+B(S)A(S)D(S)[1+C(S)J

— B(s)C(s)
1+ B(s)A(s)D(s)[1+ C(s)]
Now let D=1/s, an integrator.

In that case,

—0

cC,_= I|m c(t) = I|m sc(s) = Ilm{

— B(s)

b, m b(t) = I|m sb(s) = lim 1
1+ B(s)A(s)S[1+ C(9)]

s—0

—sB(s)
— |lim -
s—>0|:s + B(s) A(S)[l-l- C(S)ﬂ
Likewise,

— B(s)C(s)
1+ B(S)A(s):sl[1+ c(s)]

! iImc(t) = I|m sc(s) = I|m

— sB(s)C(s)
= 1m -
s—>0|: S + B(S) A(S)[l+ C(S)]:|
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What is the point? We may zero the steady-state
error of a signal, when system Input Is a step
response, by passing the signal through an
Integral-controller via a negative feedback loop.
=>That IS, we desire to make Aw,, and AP,
zero just like we made b(t), c(t) zero In the
above exercise. So, let’s sum them & pass them
through an integral controller via a negative
feedback loop. Fig. 9.21, W&W, illustrates.

Lt I
| 1/R, -
L] AP |
_Y -
+ 1
g>—)' K/s - | M5+ D: [n
A ACE, o f
Governor-prime AP,
mover
AP ot ine 4 k AP Y o+
< -~ Tis = P
“BPrgtin 5 A T
Pma:hz APLZ
+y +
l ::# 1
- K /s e
Ck ACE F i} e
1 2 Governor-prime mover,
e, le
| 1,”22 <
]

— B, J=
FIG. 9.21 Tie-line bias supplementary control for two areas.
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Notice (1) D(s)=KI/s; (2) frequency bias factors
B, & B,; and (3) the signals ACE;=-B;A®-APy;,
ACE,>=-B,A0+AP4e where

81: Dl‘|‘i
Ry

1
BZ :Dz +R—

2

The ACE; and ACE, signals become positive
(to Increase generation) when Aw and APy are
negative.

12.0 State equations

State equations may be written for the system
Illustrated In Fig. 9.21 of W&W. These
equations enable one to simulate the system
using Simulink.

. 1 1 1
AR, (t) = _T_APV1(t) _T—Aa)l(t) + T_APrefl(t)

Gl Gl 1 Gl

. 1 1
APml (t) = _APV1(t) - _APml (t)
TTl TTl

. 1 D 1 1
Ay (t) = M. AP, (t) - M—l Ay (t) - M. AR (t) - IR AP, (t)

1 1 1 1

AI:)refl(t) = _KBlAa)l (t) - KAI:)tie
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. 1 1 1
AR, (t) = _T_Apvz(t) - Aa)z(t)4‘.1__AF)ref2(t)

G2 G2' %2 G2

. 1 1
AF)mz (t) = T_APvz (t) - T_APmZ (t)

T2 T2

. 1 D 1 1
Aw,(t) = N AP, (1) - M—Z Aw,(t) + Mo AP (t) - IR AP, (t)

AP () = —KB,Am, (t) + KAP,,

AP..(t) = TAw,(t) ~TAw, (t)

13.0 Base point calculation

A last comment Is that the ACE, being a measure of
how much the total system generation needs to
change, is allocated to the wvarious units that
comprise the balancing area via participation
factors. This is illustrated in Fig. 9.25 of W&W.
The participation factors are obtained by linearizing
the economic (market) dispatch about the last base
point solution (see Wood & Wollenberg, section
3.8). Base point calculation is performed by the real-
time market every 5 mins, as indicated in the slide at
the top of the next page.
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Generation allocation logic Unit control logic

| error Raise/lower
1 + Raise fcommands to unit
ACE lodi I rf > lower >
ogic i ﬂ logic F .
| rom unit
I Fygen
J ——————————— —
I e (R S —
|
- | )
Standard P
| _ T
|
f Pden
\
[ A I S I (RN S E A —_
N e T B S
_teMW  Sched e I
~net | pfs
interchange ]
I + 3 Pégen
| X+
I + o
| k’L
L —
1' 'pbase +

2 Unit errors

FIG. 925 Overview of AGC logic.

Base point calculation via real-time market

ADS: automatic dispatch system

Focus on interval 2, { t+5, t+10}. DOT: dispatch operating target
< ADS ADS ADS  Units begi
For interval 2, a short-term net Run starts instructionsRun starts Instruction Run starts Instruction To Move to
. . here for  sentfor  here for Sent  here for  Sent DOT in
load forecast is made 7.5 min Interval 2 Intenval 2 Interval 3 Intenval 3 Interval ¢ Interval 4 Interval 4
before interval 2 begins, at t-2.5, ; ke
and generation set points are l P
computed accordingly. R S e e
At t+2.5, which is 2.5 minutes ———
before interval 2 begins, the units
t-2.5 t t+2.5 t+5 t+7.5 t+10 t+12.5 t+15
start to move. \___Interval 1 A Inte\r;al 2 N |me\n}a| 3 )
Units ;Jegin }I_J“';: begin
. t
The units are ramped at a rate Todae o °D0Tin
Intenval 2 Interval 3

which provides that they reach the
desired base point at t+7.5 min,
which is 2.5 min after the interval
begins.

Key point: The base point is computed
from a net load forecast. There is error in
this forecast, which typically increases as
wind penetration increases. This error
contributes to power imbalance and

Source: Y. Makarov, C. Loutan, J. Ma, and P. de Mello, “Operational therefore frequency deviation.
impacts of wind generation on California power systems,” IEEE Trans
on Power Systems, Vol. 24, No. 2, May 2009.
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14.0 Control performance standards

Control Performance Standards CPS1 and CPS2 are two
performance metrics associated with load frequency
control. These measures depend on area control error
(ACE), given for control area I as

ACE, = AP, + BAf (12)
AR = AP, - SR (13)
where AP; and SP; are actual and scheduled exports,
respectively. ACE; is computed on a continuous basis.
With this definition, we can define CPS1 and CPS2 as
e CPS1: It measures ACE variability, a measure of short-
term error between load and generation [°]. It is an
average of a function combining ACE and
interconnection frequency error from schedule [’]. It
measures control performance by comparing how well
a control area’s ACE performs in conjunction with the
frequency error of the interconnection. It is given by

CPS1=(2—-CF)x100% (14a)
CF - ControlParameter,, ...
(&) .

ControlParameter = ACE iy XAF e
-10B (14c)

where
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e CF is the compliance factor, the ratio of the 12 month
average control parameter divided by the square of
the frequency target €;.

e &, is the maximum acceptable steady-state frequency
deviation — it is 0.018 Hz=18 mHz in the eastern
interconnection. It is illustrated in Fig. 9 %].

Frequency Error Frequency Error Distribution
0.04 60.0

0.03 7T}

0.02 = —F / \

0.01 1 I

oM \_

-0.02 5 y

-0.03 X<

-0.04 . <l
o= 6:)'81 60+81

Fig. 9 [8]

e The control parameter, a “MW-Hz,” indicates the
extent to which the control area is contributing to or
hindering correction of the interconnection frequency
error, as illustrated in Fig. 10 [8].

w ACE (MW) /
:: _/ I"_r"r .
1:.{/\ '/W/' T f:CE x AF (MW-mHz)
B / \ n:a ||I.|'-,I ﬂ"Hur‘tiHQ"
‘ 0.z ||I v/ III'I ]
20 ' x * o I.f\v /'fll'lll IIII I'._II
nl/ AF {mHz) ."II \'-., ’ .un' _J o / ,,,,, \
1: II'- ";\-'III 0 :: l
o I".I {//—l\ -"If o) “HEIping"
- | \/
Fig. 10 [8]
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If ACE is positive, the control area will be increasing its
generation, and if ACE is negative, the control area will
be decreasing its generation. If AF is positive, then the
overall interconnection needs to decrease its
generation, and if AF is negative, then the overall
interconnection needs to increase its generation.
Therefore if the sign of the product ACExAF is positive,
then the control area is hindering the needed
frequency correction, and if the sign of the product
ACExAF is negative, then the control area s
contributing to the needed frequency correction.

o A CPS1 score of 200% is perfect (actual measured
frequency equals scheduled frequency over any 1-
minute period)

o The minimum passing long-term (12-month rolling
average) score for CPS1 is 100%

e CPS2: The ten-minute average ACE.

In summary, from [°], “CPS1 measures the relationship
between the control area’s ACE and its interconnection
frequency on a one-minute average basis. CPS1 values
are recorded every minute, but the metric is evaluated and
reported annually. NERC sets minimum CPS1
requirements that each control area must exceed each
year. CPS2 is a monthly performance standard that sets
control-area-specific limits on the maximum average
ACE for every 10-minute period.” The underlying issue
here is that control area operators are penalized if they do
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not maintain CPS. The ability to maintain these standards
IS decreased as inertia decreases.
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Appendix A
These notes are adapted from treatment in [10].

Speed governing equipment for steam and hydro
turbines are conceptually similar. Most speed
governing systems are one of two types;
mechanical-hydraulic  or  Electro-hydraulic.
Electro-hydraulic governing equipment use
electrical sensing instead of mechanical, and
various other functions are implemented using
electronic circuitry. Some Electro-hydraulic
governing systems also incorporate digital
(computer software) control to achieve
necessary transient and steady state control
requirements. The mechanical-hydraulic design
lustrated In Fig. A4 is used with older
generators. We review this older design here
because it provides good intuitive understanding
of the primary speed loop operation.

Basic operation of this feedback control for
turbines operating under-speed (corresponding
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to the case of losing generation or adding load)
IS Indicated by movement of each component as
shown by the vertical arrows.

B c
D
I I

+ -

Hyrdraulic servomotor

Fig. A4

. As o, decreases, the bevel gears decrease their
rotational speed, and the rotating flyweights
pull together due to decreased centrifugal
force. This causes point B and therefore point
C to raise.

. Assuming, Initially, that point E is fixed, point
D also raises causing high pressure oil to flow
Into the cylinder through the upper port and
release of the oil through the lower port.

. The oil causes the main piston to lower, which
opens the steam valve (or water gate in the
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case of a hydro machine), increasing the
energy supply to the machine In order to
Increase the speed.

. To avoid over-correction, Rod CDE is
connected at point E so that when the main
piston lowers, and thus point E lowers, Rod
CDE also lowers. This causes a reversal of the
original action of opening the steam valve. The
amount of correction obtained in this action
can be adjusted. This action provides for an
Intentional non-zero steady-state frequency
error.

There is really only one input to the diagram of
Fig. A4, and that Is the speed of the governor,
which determines how the point B moves from
Its original position and therefore also
determines the change in the steam-valve
opening.

However, we also need to be able to set the

Input of the steam-valve opening directly, so
that we can change the MW output of the
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generator In order to achieve economic
operation. This Is achieved by enabling direct
control of the position of point C via a
servomotor, as Illustrated In Fig. AS5. For
example, as point A moves down, assuming
constant frequency, point B remains fixed and
therefore point C moves up. This causes point D
to raise, opening the valve to increase the steam
flow.

A model for small changes
We desire an analytic model that enables us to
study the operation of the Fig. A5 controller
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when it undergoes small changes away from a
current state. We utilize the variables shown In
Fig. A5, which include APc, Axa, Axg, AXc,
Axp, Axg. We provide statements indicating the
conceptual basis and then the analytical relation.
In each case, we express an “output” or
dependent variable as a function of “inputs” or
Independent variables of a certain portion of the
controller.
1.Basis: Points A, B, C are on the same rod.
Point C is the output. When A is fixed, C
moves In same direction as B. When B Is
fixed, C moves in opposite direction as A.
Relation: AXc =KgAXg —K,AX, (A7)
2.Basis: Change In point B depends on the
change Iin frequency Aow.
Relation: KsAXg =kAw (A8)
3.Basis: Change in point A depends on the
change 1n set point APc.
Relation: KaAX, =KAR; (A9)
Substitution of (A8) & (A9) into (A7) result in
Axe = kAo - K AR, (A10a)
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4.Basis: Points C, D, and E are on the same rod.
Point D is the output. When E is fixed, D
moves In the same direction as C. When C is
fixed, D moves in the same direction as E.
Relation: AXp = KsAX +K,Axe (Alla)

5.Basis: Time rate of change of oil through the
ports determines the time rate of change of E.

] dAx; d , .
- =—(oil through ports
Relation: —— =5 ( gh ports) (A12a)

6.Basis: A change In D determines the time rate
of change of oil through the ports.

d
Ve KsAXp, (Al2b)

Relation: ‘ i

7.Basis: The pilot valve iIs positioned so that
when position D 1s moved by a positive Axp,
the rate of change of oil through the ports

decreases.

. dAX,
Relation: di( = —KsAXp (13a)

Now we will take the LaPlace transform of egs.
(Al0a), (Alla), and (Al3a) to obtain:

ARe =k AD— kAP, (A10b)
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AX, = KAX: + K AXe (Allb)

SARg — AXe (0) = —K;A%, (A13Db)
where the circumflex above the variables i1s used
to iIndicate the LaPlace transform of the
variables.

In eq. (Al3b), we have used the LaPlace
transform of a derivative which depends on the
Initial conditions. We will assume that the initial
condition, 1.e., the initial change, is 0, so that
Axg(t=0)=0. Therefore, eq. (A13b) becomes:

SAX; = —KsAX, (A13C)
and solving for A% results In
R
AXe = S : AXp (A].Bd)

Let’s draw block diagrams for each of the
equations (A10b), (Allb), and (A13d).

Starting with (A10b), which IS
A% =kAo—k,AR. we can draw Fig. 6.
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Acol

ki

APc +
—> k2 -
AXC

Fig. A6
Moving to (A11b), which is A% =kK;A%: +K,AXe |
we can draw Fig. A7.

AXC
—p k3 +

AXE

Fig. A7
Finally, considering (A13d), which is

o ks o .
A% =— =A% we can draw Fig. A8.

AXD
— ks . l
s

AXE
—>

Fig. A8
Combining Figs. A6, A7, and A8, we have:
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!

AXE

AXC >
AXD

w |~

AXE

Ke [*

Fig. A9

We can derive the relation between the output
which is Axg and the inputs which are AP and
Aw using our previously derived equations.
Alternatively, we may observe from the block

diagram that
k5

AX; = _S AX, (Al4)
AR, = K,AR. + K, AR (A15)
Substitution of (A15) into (A14) yields:
AR = ‘Sk5 (k,A%. +k,A%) (A16)
Expanding (A16) results in:
—kq k

. . Ky .
AXg = S K, AX. < K,AXc (Al?)

95



Moving terms in Axg to the left-hand-side gives:

.k . —k .
AXc + ?5 K,AX: = TS K, AX. (A18)
Factoring out the Axg yields:
. K -k .
AXE(1+?5|(4) = T5k3AXC (Alg)

Dividing both sides by the term in the bracket

on the left-hand-side provides:
—k

. — 5 K,AR,
AXc =
E 1+k5k4 (A20)
S
Multiplying top and bottom by s gives:
g = = KskadRe
T sk, (A21)

Now recognizing from Fig. A9 or (Al0b), that

M. =kAD-KAP. we may make the
appropriate substitution into (A21) to get:

C =k,
Distributing the negative sign through:
o ke,
AXE S+k5k4( kACO-l-kAP ) (A23)
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Now factor out k, to obtain:

. K,K:K, . A
AXE S_|_kk ( 1AC()+APC) (A24)

Simply switching the order of the terms in the
parentheses:

. K,K:K, K,
AXE ot k k (AP —k—zAa)) (A25)
Divide top and bottom by ksk, to get:
KK, /k k
AR = (AP, — LA
X = Sk, + 1 Ty A) (A26)
Now we make three definitions:
Kg =Kk, /K,
T, = L
kck,
y (A27)
R=_2
kl

where Kg Is the controller gain, Tg Is the
controller time constant, and R is the regulation
constant. Using these parameters in (A26) gives:

Ke 1

Me =11 s (AR~ Ad) (A28)
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Tg IS typically around 0.1 second. Since Tg IS
the time constant of this system, it means that
the response to a unit step change achieves
about 63% of its final value in about 0.1 second.
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