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ABSTRACT
Wire bonding is the most popular method to connect signals
between dies in System-in-Package (SiP) design nowadays.
Pad assignment, which assigns inter-die signals to die pads
so as to facilitate wire bonding, is an important physical
design problem for SiP design because the quality of a pad
assignment solution affects both the cost and performance of
a SiP design. In this paper, we study a pad assignment prob-
lem, which prohibits the generation of illegal crossings and
aims to minimize the total signal wirelength, for die-stacking
SiP design. We first consider a variety of special cases and
present a minimum-cost maximum-flow based approach to
optimally solve them in polynomial time. We then describe
an approach, which uses a modified left edge algorithm and
an integer linear programming technique, to solve the gen-
eral case. Encouraging experimental results are shown to
support our approaches.
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General Terms
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1. INTRODUCTION
Comparing System-in-Package (SiP) with System-on-Chip

(SoC), SiP is a more economical option than SoC in many
consumer electronic products because of the high process
complexity and cost associated with SoC. On the other hand,
compared with traditional system integration where multi-
ple dies with separate packaging are mounted on a PCB, SiP
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has the advantages of smaller size, lower cost, higher perfor-
mance, lower power, and shorter time to market. So, today
SiP is already widely used in consumer electronics such as
cell phones. Currently, SiP design is mostly done by ad hoc
methods and the quality of a design is heavily dependent on
the designers’ expertise. Tool support specific to SiP design
is still inadequate [5, 6, 9].
Wire bonding is the most popular method to connect sig-

nals between different dies in SiP nowadays. As shown in
Figure 1, a die-stacking SiP design using wire bonding has
the following properties: (1) Dies with different sizes are
stacked and pad signals are connected by bonding wires.
(2) Die pads can only be located on die boundaries.
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Figure 1: Wire bonding for die-stacking SiP design.

If a direct inter-die connection cannot be made for a signal
between two dies, then we need to route the signal from the
two dies to the package substrate by two bonding wires and
use the substrate to complete its routing which will not only
affect performance but is much more costly (because many
SiPs use gold for bonding wires). It is desirable to maximize
the number of direct inter-die connections and minimize the
total bonding wirelength both for cost and performance con-
sideration.
An important stage during the SiP physical design flow is

pad assignment which assigns inter-die signals to die pads.
Pad assignment is typically invoked after the partitioning
of the components of a system (or sub-system) into differ-
ent dies. After pad assignment, the subsequent floorplan-
ning/placement and routing stages can then be carried out.
When we do pad assignment, some wire crossings might be
produced. Figure 2 shows a few types of crossings, where
two wires are said to have a crossing if after projecting their
pads to the x-z plane, the two line segments connecting the
pads intersect. Nevertheless, some types of crossings are in
fact tolerable because it is relatively easy to prevent the two
wires from actually touching each other when the bonding
wires are made [1]. For example, Type 1 crossing in Figure 2
will not cause actual bonding wires to touch. On the other



hand, some types of crossing are illegal. The first type of
illegal crossing is a crossing of two wires in which the upper
pads of both wires are co-located on a die and the lower
pads of both wires are also co-located on another die. Type
2 crossing in Figure 2 shows such a crossing. The other type
of illegal crossing is Type 3 crossing in Figure 2 in which the
four pads almost align into a straight line (after projecting
them to the x-z plane). To make a more precise definition for
Type 3 crossing, we introduce a user-specified constant dis
such that if either segment 𝑙1 or 𝑙2 (see Figure 2) has length
no more than dis, then we say the two wires has a Type
3 crossing. Note that the value of dis depends on the wire
bonding rules. Since Type 2 and Type 3 crossings are likely
to cause bonding wires to touch, we consider these two types
of crossings as illegal ones, while treating the other types of
crossing as legal ones during pad assignment. It should be
pointed out that our pad assignment approaches (to be pre-
sented in Sections 3 and 4) are very flexible such that they
can be directly applied or easily modified to handle any ad-
ditional types of illegal crossings.
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Figure 2: Some types of crossings.

In this paper, we study a pad assignment problem which
prohibits the generation of illegal crossings and aims to min-
imize the total signal wirelength. We first consider a vari-
ety of special cases and present a minimum-cost maximum-
flow [4] based approach to optimally solve them in polyno-
mial time. We then describe an approach, which consists
of two stages, to solve the general case. In the first stage,
the left edge algorithm (which was originally designed for
the classical channel routing problem) [7] is modified to as-
sign as many signals as possible to die pads. If there are
remaining signals whose pads cannot be determined in the
first stage, our approach proceeds to assign them to die pads
using the integer linear programming (ILP) technique [8] in
the second stage. Extensive experiments are conducted and
encouraging results are reported to support our approaches.
To the best of our knowledge, our work is the first one which
addresses a pad assignment problem for die-stacking SiP de-
sign.
The rest of this paper is organized as follows. Section 2

gives the problem assumptions and the problem formulation.
Section 3 describes our minimum-cost maximum-flow based
approach to a variety of special cases, and Section 4 gives
the details of our two-stage approach for the general case.
The experimental results are reported in Section 5, and we
conclude this paper in Section 6.

2. ASSUMPTIONS AND PROBLEM FORMU-
LATION

2.1 Assumptions
A die has a rectangular shape, and its pads are positioned

along its four sides. For a SiP design, we assume that dies
are arranged as a stack and their order is fixed. The size of
an upper die is smaller than that of a lower die (and thus no
dummy die is inserted in between). In addition, the number
of pads on each side of an upper die is less than or equal to
that on the same side of a lower die.
We also assume each signal needs to be assigned to exactly

two pads on different dies, and each die has adequate pads
to accommodate associated signals. Note that it is possible
that some signal may only have a pad on a die which needs
to be connected to a finger on the substrate. For this case,
we can treat the substrate as a die sitting at the bottom of
the die stack and each finger as a pad. A pad assignment
result for a signal must be one such that both upper and
lower pads assigned to the signal are located on the same
side but on different dies. Therefore, the pad assignment
result for the one shown on the left of Figure 3 is feasible
for the signal while the one on the right is disallowed. For a
signal involving more than two dies, we assume that it has
been converted to two-pad signals in advance.
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Figure 3: Allowed and disallowed assignments.

2.2 Problem Formulation
The pad assignment problem considered in this paper has

the following inputs. A set of dies, numbered by 1, 2, ..., from
top to bottom in the stack, and a set of signals, 𝑤1, 𝑤2, ...,
are given. Each signal 𝑤𝑖 is associated with two die numbers
𝑈𝑖 and 𝐿𝑖, representing the dies on which its upper pad and
lower pad should be located. For each die, a set of pads on
each side and their associated locations in the 3-dimensional
space are also given.
The pad assignment problem asks to assign each signal 𝑤𝑖

to two pads on the same side of dies 𝑈𝑖 and 𝐿𝑖 such that
no illegal crossing is created and the sum of the wirelengths
of all signals (i.e., the total signal wirelength) is minimized.
After pad assignment, we know which two pads are assigned
to a signal and therefore the wirelength of this signal can
be calculated. For simplicity, we use the Euclidean distance
between the two pads to approximate the actual length of
the bonding wire.

3. AN APPROACH TO A VARIETY OF SPE-
CIAL CASES

In this section, we consider a variety of special cases which
can be solved optimally in polynomial time. We first con-
sider a special case where only two dies are involved, and
present a minimum-cost maximum-flow [4] based approach
for it. We then explain how to extend this approach to other
special cases.



3.1 Two-die case
For the case with only two dies, there is only one wire

type, i.e., each wire is from the top die to the bottom die.
We can formulate the two-die pad assignment problem as a
minimum-cost maximum-flow problem as follows.
Suppose we are given 𝑘 signals, and the pad sets 𝑃 and

𝑄 on the two dies, respectively. We will construct a flow
network 𝐺 = (𝑉,𝐸), where 𝑉 and 𝐸 are the node and edge
sets, respectively. For each pad in 𝑃 ∪ 𝑄, there is a node
in 𝑉 . A source node 𝑠, a sink node 𝑡, and two intermediate
nodes 𝑚1 and 𝑚2 are also added to 𝑉 . For each pad 𝑝𝑖 ∈ 𝑃
and each pad 𝑞𝑗 ∈ 𝑄 (i.e., a pair of pads on different dies),
if they are on the same side, there is a directed edge from
𝑝𝑖 to 𝑞𝑗 in 𝐸 with the capacity being 1 and the cost being
the wirelength between 𝑝𝑖 and 𝑞𝑗 . In addition, there is a
directed edge from 𝑚1 to each pad 𝑝𝑖 in 𝑃 and there is a
directed edge from each pad 𝑞𝑗 in 𝑄 to 𝑚2; the capacity
and cost of each of these edges are 1 and 0, respectively.
Finally, there is a directed edge from 𝑠 to 𝑚1 and there is
a directed edge from 𝑚2 to 𝑡; the capacity and cost of each
of the two edges are 𝑘 and 0, respectively. Figure 4 shows
the flow network for an instance of the two-die pad assign-
ment problem, where each node 𝑝𝑖 (1 ≤ 𝑖 ≤ 12) represents
a pad on the upper die, each node 𝑞𝑗 (1 ≤ 𝑗 ≤ 16) rep-
resents a pad on the lower die, 𝑘 is the number of signals,
and 𝑊𝐿(𝑝𝑖, 𝑞𝑗) denotes the wirelength between two pads
𝑝𝑖 and 𝑞𝑗 . In this example, it is also assumed that pads
in the set {𝑝1, 𝑝2, 𝑝3, 𝑞1, 𝑞2, 𝑞3, 𝑞4} ({𝑝4, 𝑝5, 𝑝6, 𝑞5, 𝑞6, 𝑞7, 𝑞8},
{𝑝7, 𝑝8, 𝑝9, 𝑞9, 𝑞10, 𝑞11, 𝑞12}, {𝑝10, 𝑝11, 𝑝12, 𝑞13, 𝑞14, 𝑞15, 𝑞16}, re-
spectively) are on the same side.
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Figure 4: The flow network of a two-die instance.

After the flow network 𝐺 is built, we proceed to find a
minimum-cost maximum-flow of 𝐺 [4]. It is well known that
for any minimum-cost maximum-flow problem instance with
integral edge capacities, there is always an integral optimum
solution and the network simplex algorithm is guaranteed to
find an integral optimum flow 𝑓 in polynomial time. Since
we assume that each die has adequate pads to accommodate
associated signals, it is not hard to see that 𝑓 must have flow
value equal to the number of signals, 𝑘. We now explain
how to produce the corresponding pad assignment solution
from 𝑓 . Because the flow value of 𝑓 is 𝑘 and the capacity
of each edge except (𝑠,𝑚1) and (𝑚2, 𝑡) is 1, there will be
𝑘 paths of the form: 𝑚1 → 𝑝𝑖 → 𝑞𝑗 → 𝑚2 such that all
edges on each path are saturated (i.e., having a flow of 1);

in addition, except the starting node 𝑚1 and ending node
𝑚2, these paths are all node-disjoint. As a result, we can find
𝑘 node-disjoint saturated edges (𝑝𝑖, 𝑞𝑗)’s from these paths,
and assign the given 𝑘 signals to the corresponding pads of
these edges one by one in an arbitrary order. For example,
in Figure 4, if there are 6 signals to be assigned, and the
bold edges are saturated edges found in a minimum-cost
maximum-flow, then we can assign the 6 signals to the pairs
of pads (𝑝3, 𝑞1), (𝑝5, 𝑞5), (𝑝6, 𝑞6), (𝑝7, 𝑞9), (𝑝10, 𝑞14), (𝑝11, 𝑞16).
The above-mentioned minimum-cost maximum-flow based

approach is called MCMF. It can be proved that the pad as-
signment solution produced by MCMF has minimum wire-
length and does not have any crossing. Therefore we have
the following theorem.

Theorem 1. The two-die pad assignment problem can be
optimally solved by MCMF.

3.2 Extensions to other cases
In fact, MCMF can be easily extended to handle other

special cases with more than two dies. For example, Figure 5
gives a three-die pad assignment problem instance where
for simplicity, we only show one side for each die. Each of
the 5 signals 𝑎, 𝑏, 𝑐, 𝑑, 𝑒 has to be assigned to a pad located
on a common die, i.e., Die 2. For this example, we can
construct the flow network as shown in Figure 6, where three
intermediate nodes 𝑚1,𝑚2, and 𝑚3 (instead of two in the
two-die case) are created and there is no edge between each
pair of 𝑝𝑖 and 𝑟𝑗 (because there is no signal connecting Die
1 and Die 3). The capacities of edges (𝑠,𝑚2), (𝑚1, 𝑡), and
(𝑚3, 𝑡) are set to 5, 2, and 3, respectively since Dies 2, 1, and
3 have 5, 2, 3 associated signals. Similar to the two-die case,
we can also prove that an optimal pad assignment solution to
this example can be produced by using the network simplex
algorithm to find a minimum-cost maximum-flow from the
corresponding flow network.
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Figure 5: A three-die pad assignment problem in-
stance.

We can generalize the 2-die and 3-die cases to any 𝑛-die
case as long as each of the signals in the 𝑛-die case has to be
assigned to a pad located on a common die. Consequently
we have the following theorem.

Theorem 2. For any 𝑛-die pad assignment problem, where
𝑛 ≥ 2 and each signal has to be assigned to a pad located on
a common die, it can be transformed into a minimum-cost
maximum-flow problem and solved optimally.

4. AN APPROACH TO THE GENERAL CASE
In this section, we describe an approach, which consists

of two stages, to the general case. To reduce the problem
complexity, our approach only focuses on a certain subset
of solution space in the first stage such that the left edge
algorithm [7] can be modified and applied to assign as many
signals as possible to die pads. If there are remaining signals
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ure 5.

whose pads cannot be determined in the first stage, an in-
teger linear programming (ILP) based method is invoked in
the second stage. Both stages are guaranteed not to gener-
ate any illegal crossing. This approach is called MLE+ILP,
and the details of each stage are explained in the next two
subsections.

4.1 The first stage
For each side of a die, we label all its pads from the center

towards the two ends, starting with 1 (see Figure 7). The
pads on different dies but on the same side and with the
same label will form an imaginary track, and the length of
the track is determined by the difference of the largest and
smallest die numbers among all the dies covered by this track
(see Figure 7). In the first stage, our approach is to assign
as many signals as possible to these imaginary tracks. That
is, a signal can be assigned only to two pads with the same
label.
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Figure 7: Labeling pads and forming imaginary
tracks.

The original left edge algorithm [7] is to solve the channel
routing problem, and therefore in order to modify and apply
it to solve the pad assignment problem in the first stage, we
need to decide the set of available tracks and the set of wires
to be routed. In our pad assignment problem, each die has
four sides, and therefore we will consider pad assignment for
four sides simultaneously. For the example in Figure 8, it
will form 12 tracks with length 3, 4 tracks with length 2, and
4 tracks with length 1 at the beginning, as shown in Figure 9,
when four sides are considered together. Since each signal
𝑤𝑖 is to be assigned to two pads on dies 𝑈𝑖 and 𝐿𝑖, the signal

forms a wire to be routed with its two end points on dies 𝑈𝑖

and 𝐿𝑖. Throughout the rest of this paper, signal and wire
will be used interchangably. For the example in Figure 8,
signal 𝑏 is on Die 1 and Die 3, so there will be a wire from
Die 1 to Die 3. Figure 9 shows all tracks and all wires
of the example in Figure 8. Note that the channel routing
problem assumes that the available tracks are unlimited and
have equal length, and the left edge algorithm tries to route
the wires using as few tracks as possible. However, in our
pad assignment problem, the tracks are limited and could
have different lengths, thus making our problem different
from the channel routing problem.
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Figure 8: An example.
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After all the tracks and wires are created, we sort all the
wires to form an order for assignment. A wire with a higher
upper end point (i.e., with a smaller die number at the upper
end point) has a higher priority to assign. We also sort all
the tracks in a non-increasing order of their lengths.
We start the assignment process one wire at a time accord-

ing to the sorted order of wires. The tracks are considered
for wire assignment according to the sorted order of tracks,
and if the current track has no capacity for a wire, we will
consider the next track. If all the tracks are considered and



have no capacity for the current wire, the wire fails to be
assigned in this stage. Every time after a wire from Die 𝑖
to Die 𝑗 (𝑖 < 𝑗) is assigned to a track, the pads from Die
(𝑖+ 1) to Die (𝑗 − 1) in the track can still be used later for
some wires, and therefore we create a new track from Die
(𝑖 + 1) to Die (𝑗 − 1) and add it to the end of the set of
tracks. Note that the original left edge algorithm does not
create such a track. After all the wires are processed, we
need to check if there are any illegal crossings and remove
them whenever necessary by making some assigned wires
become unassigned.
The wire assignment result produced for the example in

Figure 8 is shown in Figure 10. When the wire assignment
is finished, we will distribute all the assigned wires to four
sides uniformly, and meanwhile the wires assigned to the
same track will be assigned to the same side and to the pads
with same label. Figure 11 shows the pad assignment result
produced for the example in Figure 8. We call the method
used in this stage as the modified left edge algorithm. As
shall be seen in Section 5, the majority of the signals can
have their die pads assigned in the first stage.
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edge algorithm.
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4.2 The second stage
If there are wires which cannot be assigned to die pads

after the first stage, we will assign them by an ILP based

method in the second stage. In this ILP formation, we have
the following constants and variables.

∙ Constants

– 𝑇𝑖: 1 ≤ 𝑖 ≤ 𝑛
The 𝑖-th wire type. The wire type of a signal
is determined by its two associated die numbers.
If two signals have the same associated die num-
bers, they have the same wire type. 𝑛 is the total
number of different wire types for the remaining
signals.

– 𝑁𝑇𝑖 : 1 ≤ 𝑖 ≤ 𝑛
The number of remaining signals with wire type
𝑇𝑖.

– 𝐶𝑇𝑖 : 1 ≤ 𝑖 ≤ 𝑛
The number of wire candidates for wire type 𝑇𝑖.
This amount can be determined from the remain-
ing die pads. If a wire candidate causes an illegal
crossing with an already assigned wire, then we
will not create this wire candidate.

– 𝑊𝑇𝑖
𝑗 : 1 ≤ 𝑗 ≤ 𝐶𝑇𝑖 , 1 ≤ 𝑖 ≤ 𝑛

The wirelength of the 𝑗-th wire candidate for wire
type 𝑇𝑖.

– 𝑃𝑘: 1 ≤ 𝑘 ≤ 𝑚
The 𝑘-th unassigned pad. Here we only consider
those pads which may be used by unassigned sig-
nals. 𝑚 is the total number of such unassigned
pads.

– 𝐸𝑇𝑖
𝑗 : 1 ≤ 𝑗 ≤ 𝐶𝑇𝑖 , 1 ≤ 𝑖 ≤ 𝑛
𝐸𝑇𝑖

𝑗 is the set of the two pads which are used to
realize the 𝑗-th wire candidate for wire type 𝑇𝑖.

∙ Variables

– 𝑥𝑇𝑖
𝑗 : 1 ≤ 𝑗 ≤ 𝐶𝑇𝑖 , 1 ≤ 𝑖 ≤ 𝑛
𝑥𝑇𝑖
𝑗 ∈ {0, 1}. If 𝑥𝑇𝑖

𝑗 is 1 in an ILP solution, it
means that the 𝑗-th wire candidate of wire type
𝑇𝑖 is selected; if 𝑥

𝑇𝑖
𝑗 is 0, the wire candidate is not

selected.

For each wire type 𝑇𝑖, it needs to select exactly 𝑁𝑇𝑖 wire
candidates, so we have the following constraints:

𝐶𝑇𝑖∑

𝑗=1

𝑥𝑇𝑖
𝑗 = 𝑁𝑇𝑖 , 1 ≤ 𝑖 ≤ 𝑛

Each unassigned pad can only be used by a wire candidate
or none, so we have the following constraints:

∑

∀𝐸𝑇𝑖
𝑗 :𝑃𝑘∈𝐸

𝑇𝑖
𝑗

𝑥𝑇𝑖
𝑗 ≤ 1, 1 ≤ 𝑘 ≤ 𝑚

For any two wire candidates, say the 𝑗-th wire candidate
of wire type 𝑇𝑖 and the 𝑗

′-th wire candidate of wire type 𝑇𝑖′ ,
if they cause an illegal crossing, we need to add the following
constraint to avoid the two wire candidates to be selected
simultaneously:

𝑥𝑇𝑖
𝑗 + 𝑥

𝑇𝑖′
𝑗′ ≤ 1



The objective is to minimize the total wirelength and
hence is stated as follows:

𝑚𝑖𝑛

𝑛∑

𝑖=1

𝐶𝑇𝑖∑

𝑗=1

(𝑥𝑇𝑖
𝑗 ×𝑊𝑇𝑖

𝑗 )

It is worth mentioning that this ILP formulation exactly
models our pad assignment problem, if the first stage of our
approach is skipped.
To further reduce the time complexity of the ILP problem,

we will reduce the number of wire candidates generated by
each unassigned pad. For the wire candidates of a wire type
that can be generated by a pad, we only keep at most 𝑅 wire
candidates which have shorter wirelengths than the others.
Now if we can find a solution to this new ILP problem, it
must also be a solution to the original ILP problem but may
not be optimal. On the other hand, if there is no solution
found for this new ILP problem, the value of 𝑅 will be in-
creased by a fixed amount to get another new ILP problem
to be solved. The whole process is iterated until a solution
is found, or the value of 𝑅 reaches the upper limit but no
solution is found.

5. EXPERIMENTAL RESULTS
Our approaches were implemented in C++ and run on an

Intel 2.4GHz Linux machine with 8GB memory. We used
CPLEX [2] to solve the ILP instances and LEDA [3] to solve
the minimum-cost maximum-flow instances.
First, we compared the efficiency of our minimum-cost

maximum-flow approach MCMF against an ILP based method
on several instances of the special case with two dies only.
The ILP method is to run our MLE+ILP approach directly
from the second stage without setting the value of 𝑅 to con-
trol the amount of wire candidates, and hence is also an
optimal method. The test cases were randomly generated
assuming the pad pitch is 50um, the thickness of a die is 6
mil (1 mil=25.4um), and the thickness of the film between
adjacent dies is 1 mil. The details of the test cases and the
results are shown in Table 1, where the WL columns show
the total wirelength results. An optimal pad assignment so-
lution produced from MCMF could be computed quickly in
less than a second for every instance. On the other hand,
when the pad assignment problem was modeled as an inte-
ger linear program, too many ILP constraints were generated
and exceeded the memory limit of our system except for the
three smallest instances.
Second, we experimented on three real SiP designs ob-

tained from the industry. We note that they are examples
of the special cases discussed in Section 3.2, so their pad
assignments can be optimally determined by the proposed
minimum-cost maximum-flow approach. The details of the
three designs are given in Table 2, where wire type (𝑖, 𝑗)
means that it is from Die 𝑖 to Die 𝑗. Table 2 also compares
the assignment results by the minimum-cost maximum-flow
approach against the original assignments. Column Original
shows the original wirelengths. Column MCMF shows the
results by the minimum-cost maximum-flow method. It can
be seen that MCMF efficiently reduced the total wirelength
by up to 36.2% (see the results in the Imp. column of Ta-
ble 2). The run time of MCMF in each case was well under
a second.
We also experimented on ten randomly generated instances

for the general case with characteristics listed in Table 3.
Table 4 shows the detailed results in each stage of our
MLE+ILP approach for the instances. Stage 1 is assign-
ment by the modified left edge algorithm and stage 2 is
additional assignment by ILP. After stage 1, the majority
of the wires were assigned to pads and the assignment ratio

was 78.44% on average. The run time for stage 1 was less
than 0.01 second for all cases. The remaining wires were all
assigned to pads in stage 2 by ILP. In each case, we created
an initial ILP instance with the wire candidate range 𝑅 = 5.
And if an ILP instance was infeasible, we would increase 𝑅
by 2 iteratively until a feasible assignment could be found.
The number of iterations taken for all cases were listed in
the last column of Table 4. The second stage was also very
fast and could finish in a few seconds for all cases.
Finally, we checked if it was computationally feasible to

perform pad assignment by ILP directly without reducing
the problem size by the modified left edge algorithm for the
test cases in Table 3. We tried the ILP approach without
limiting the wire candidate range 𝑅. We also tried the ILP
approach with 𝑅 set to 5 initially and increased it by 2 iter-
atively if the corresponding ILP was infeasible. The results
are shown in Table 5. Column ILP shows the results when
no range was used while column ILP-R shows the results
with range. When no range was used, the number of ILP
constraints were very large and we ran out of memory in
seven out of ten cases. We set a time-limit of 10,000 seconds
for the ILP approach with no range and also for each itera-
tion of ILP-R. Experimental results show that without the
help of the modified left edge algorithm, the ILP instances
with or without range were often too large for an optimal
solution to be found in a reasonable amount of time. Time-
outs occurred for most of the cases and we report the best
solutions found before timeouts in Table 5. Comparing with
our two-stage approach, the total wirelength generated by
ILP-R was only 0.85% smaller on average. Hence, the two-
stage approach is significantly more efficient than the ILP
only approach with little loss of quality.

6. CONCLUSIONS
In this paper, we have presented novel pad assignment

approaches for SiP design. The experimental results have
been provided to demonstrate the efficiency and effectiveness
of our approaches.
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Table 1: Comparison of MCMF and ILP on two-die test cases; “-” denotes out of memory
MCMF ILP

test # of # of # of WL Time WL Time
case dies wires pads (um) (s) (um) (s)
case1 2 40 96 7181.96 <0.01 7181.96 0.31
case2 2 80 176 14363.92 <0.01 14363.92 4.48
case3 2 160 336 28727.84 0.04 28727.84 103.7
case4 2 240 496 43091.76 0.07 - -
case5 2 320 656 57455.68 0.13 - -
case6 2 400 816 71819.60 0.20 - -
case7 2 480 976 86183.52 0.27 - -

Table 2: Results on real test cases
test # of # of # of # of wires of each wire type Original MCMF
case dies wires pads (1,2) (1,3) (2,3) WL(um) WL(um) Imp. Time(s)
case8 3 58 197 26 0 32 55483.88 42416.03 23.6% 0.02
case9 3 38 155 15 23 0 212760.68 135641.88 36.2% 0.01
case10 3 141 483 41 0 100 221244.62 169771.38 23.3% 0.08

Table 3: Detailed information of general test cases
# of wires of each wire type

test # of # of # of
case dies wires pads (1,2) (1,3) (1,4) (1,5) (1,6) (2,3) (2,4) (2,5) (2,6) (3,4) (3,5) (3,6) (4,5) (4,6) (5,6)

case11 4 160 352 19 22 35 0 0 31 26 0 0 27 0 0 0 0 0
case12 4 320 672 43 58 55 0 0 58 58 0 0 48 0 0 0 0 0
case13 4 640 1312 87 114 110 0 0 115 115 0 0 99 0 0 0 0 0
case14 5 160 340 16 11 11 14 0 17 16 11 0 12 28 0 24 0 0
case15 5 320 660 32 28 26 30 0 37 27 28 0 26 41 0 45 0 0
case16 5 640 1300 69 61 50 61 0 56 66 61 0 70 73 0 73 0 0
case17 6 160 336 4 10 6 8 8 14 14 5 7 12 8 8 12 16 28
case18 6 320 672 12 23 18 20 19 30 27 12 19 22 16 17 20 29 36
case19 6 640 1296 46 30 49 34 37 35 51 34 38 30 56 57 42 48 53
case20 6 800 1632 59 38 65 45 45 44 60 46 51 41 64 69 52 58 63

Table 4: Detailed results of each stage of MLE+ILP
stage 1 stage 2

# of # of
Time assigned assigned WL Time assigned assigned WL # of

test case (s) wires % (um) (s) wires % (um) Iter
case11 <0.01 134 83.75 40578.07 0.02 26 16.25 10002.07 1
case12 <0.01 262 81.88 77206.07 0.16 58 18.12 21450.04 2
case13 <0.01 521 81.40 153514.39 7.69 119 18.60 42734.46 5
case14 <0.01 131 81.88 41655.37 0.01 29 18.12 12600.69 1
case15 <0.01 264 82.50 85285.77 0.03 56 17.50 25334.00 1
case16 <0.01 508 79.38 165185.07 0.08 132 20.62 59052.82 1
case17 <0.01 130 81.25 43091.76 0.03 30 18.75 15211.93 1
case18 <0.01 252 70.00 91390.44 0.78 68 30.00 35945.53 2
case19 <0.01 455 71.09 170930.64 6.55 185 28.91 100829.31 6
case20 <0.01 570 71.25 215638.34 10.53 230 28.75 123260.75 6
Average 78.44 21.56

Table 5: Comparison between ILP, ILP-R, and MLE+ILP on general test cases; “-” denotes out of memory
ILP ILP-R MLE+ILP

WL Time WL # of Time WL Time
test case (um) (s) (um) Iter (s) (um) (s)
case11 49972.38 161.55 49972.38 1 0.79 50580.14 0.02
case12 - - 98217.35 1 588.39 98656.11 0.16
case13 - - 195913.38 1 10000 196248.85 7.69
case14 54122.13 10000 54122.13 1 10000 54256.06 0.01
case15 - - 110422.41 1 10000 110619.77 0.03
case16 - - 223861.00 1 10000 224237.89 0.08
case17 58056.77 10000 58059.08 1 10000 58303.69 0.03
case18 - - 126149.74 1 10000 127335.97 0.78
case19 - - 264067.02 2 20000 271759.95 6.55
case20 - - 332138.26 1 10000 338899.09 10.53
Ratio 1.0 1.0085


