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Impact of Wind Power on Control Performance Standards
Caixia Wang, Student Member, IEEE, James D. McCalley, Fellow, IEEE 
Abstract—As the penetration of wind power continuously increases, the impacts of wind power on frequency control have become of great concern. Frequency control requires real time balance between system generation and load, with system frequency deviation maintained within a certain range. Control Performance Standards (CPS) are indices for evaluating a balancing area’s frequency control performance in an interconnected system. They are important for quantifying the frequency control performance of the interconnected system and the relative distribution of frequency control responsibility among areas. Without mitigating action, the increasing wind power may inhibit a balancing area’s ability to comply with CPS due to variability in power output from wind plants and reduced system frequency response. This paper assesses the impacts of wind power on a balancing area’s frequency control characteristics and studies the wind power impacts on CPS. A two area AGC model is used to verify these impacts. Theoretical study and simulation results both show that CPS indices deteriorate as wind power penetration increases. Measures to improve CPS are provided. 
Index Terms—Control performance standards, Frequency Control, Frequency Response, Wind energy.
I. INTRODUCTION
I

mpacts of increasing wind energy penetration on active power and frequency control are of significant interest in the industry. Frequency control requires real time balance between generation and load, with system frequency deviation maintained within a certain range. For a large interconnected system, frequency control performance is important because of reliability concerns [1]. The level of frequency deviation at any given time is a meaningful factor in assessing interconnection-wide reliability relative to withstanding possible multi-unit trips or potential network separation. During a contingency, the level to which frequency falls prior to recovery depends upon its pre-contingency frequency as well as the system inertia.  For a given frequency drop, the lower the initial (pre-disturbance) frequency is, the more likely subsequent load interruption events will be. In the US, frequency in normal operating conditions is controlled tightly to avoid activation of under frequency load shedding (UFLS) relays (e.g. the highest UFLS set point in the Eastern Interconnection is 59.82Hz [2]). This approach gives margin for frequency deviation before it hits the UFLS set points, which will cause load-shedding events. To avoid such frequency-induced load interruptions, frequency-based reliability standards covering both long and short time periods have been created by the North American Reliability Corporation (NERC). Control Performance Standards (CPS) were enacted by the NERC in 1997 and required that each balancing area meet targeted long term frequency control performance in terms of metrics based on frequency error statistics [3]. When large amounts of wind power are integrated into a balancing area, fluctuations in wind power may reduce the balancing area’s ability to comply with CPS, an issue which serves as motivation for this paper. 
The remainder of this paper is structured as follows. In Section II, a brief introduction to frequency control and CPS is provided. Section III analyzes the impacts of wind power on a balancing area’s frequency control performance. In Section IV, the impacts of wind power on a balancing area’s CPS compliance are verified with a two-area AGC model. Measures to improve CPS performance are also provided. As new frequency metrics are developed by NERC, Section V discusses impacts of wind power on new frequency metrics.  Section VI discusses the relation of this paper to recent observations about North American frequency response trends. Section VII concludes the paper. 
II. Frequency control and cps
A. Frequency Control
Frequency control is usually divided into a hierarchy of three control levels: primary control, secondary control and tertiary control [4, 5]. Primary control is carried out automatically by generator turbine governors and influenced by frequency responsive loads. The combined effect on frequency is referred to as system natural frequency response [6]. A coefficient βs corresponding to this response is defined as 
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where Rs is the system governor droop, in Hz per pu power, and Ds is the load damping characteristic in pu power per Hz. While system natural frequency response inhibits frequency deviation caused by power imbalance, it cannot eliminate it. Steady-state frequency deviation (after primary control action but before secondary control action) is expressed as 
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where 
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is active power imbalance in pu power, and 
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is system frequency deviation in pu frequency. Secondary (also called supplementary) control is carried out by Automatic Generation Control (AGC), which changes the valve reference positions of units and restores system frequency to nominal values. Tertiary control refers to the economic dispatch of units, where the operating points of on-line units are changed periodically (e.g., every 5 minutes) to implement the solutions from real-time markets. Secondary control plays an important role in a balancing area’s real time active power and frequency control performance.
Area Control Error (ACE), in MW, is a measure of a balancing area’s generation error. AGC takes action according to ACE. The standard AGC control strategy used within interconnected systems is tie-line bias control (TBC) [7, 8], which ensures that regulation duties are equitably distributed among each balancing area and that areas coordinate in controlling frequency. In TBC, ACE is computed according to: 
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where Ta is the actual exchange power of the tie line, Ts is the scheduled exchange power of the tie line,  f is the actual system frequency, f0 is the nominal system frequency, and B is the balancing area frequency bias in MW/0.1Hz, which is a negative value. B is often set to match the balancing area’s frequency response coefficient, i.e., -10B=βA, where βA is Balancing Area A’s frequency response coefficient, but it should not be less than 1% of the balancing area’s estimated yearly peak demand per 0.1Hz change [9]. 
Area TBC has three functions [7]: absorbing local load changes, sharing frequency control, and coordinating with natural frequency response to remote load changes. We illustrate these functions for a two-area system, i.e., areas A and B, in what follows. ACE in each area are expressed as:
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For any interconnection, the sum of all tie line deviation terms is zero, e.g., for a two area system, TAa-TAs=-(TBa-TBs). Therefore, by summing (4) and (5), we have
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(6)
which indicates that the system frequency error is proportional to the sum of all area’s ACEs.  

When there is a power imbalance 
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in area A, ACEA under the TBC control strategy can be expressed as:
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where -∆PLA and ∆PGA, given by
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are the load decrease and generation increase, respectively, in area A, following primary control, corresponding to the steady-state frequency deviation ∆f.  As ∆f=-∆PL/βS,
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Similarly, 
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where
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 which indicates that by setting frequency bias to match its frequency response coefficient, AGC in area A will take action to absorb its own power imbalance. AGC in area B will not take action, but it still shares the system frequency control responsibility through governor response and load frequency response. 
A. CPS
Control Performance Standards CPS1 and CPS2 evolved from earlier metrics and were enacted by NERC in 1997 to evaluate a balancing area’s frequency control performance in normal interconnected power system operations [3]. The motivation underlying CPS is to ensure a targeted long term frequency control performance of the entire interconnection [10], which is usually based on an interconnection’s historical frequency profile. CPS measures each balancing area’s frequency control performance in achieving control objectives. Changes of balancing areas’ compliance with control objectives are indicative of changing interconnection performance. We do not study the disturbance control standard (DCS) [11] in this paper because the objective is to assess wind power variability, which does not significantly affect DCS.

CPS1
CPS1 is a measure of a balancing area’s long term (12 month) frequency performance. It indicates the long term frequency performance in the interconnection by measuring each balancing area’s contribution to it. The targeted control objective underlying CPS1 is to bound excursions of 1-minute average frequency error, Δf1min, which is given as follows, over 12 months in the interconnection. 
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(9)

where is fi the sampled actual system frequency and M is the number of actual system frequency samples in 1 minute. 

As the interconnection frequency error is proportional to the sum of all balancing areas’ ACEs, maintaining averages of ACEs within proper bounds will maintain the corresponding averages of frequency error within related bounds. With the interconnection frequency control responsibilities being distributed among balancing areas, CPS1 measures control performance by comparing how well a balancing area’s ACE performs in conjunction with the frequency error of the interconnection. It is given by
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Here, CF is the compliance factor, the ratio of the 12 month average control parameter CF1min divided by the square of the frequency target ε1. ε1 is the maximum acceptable steady-state frequency deviation; it is 0.018Hz in the EI, 0.0228Hz in the Western Interconnection (WI)  and 0.020Hz for ERCOT [12]. It is developed from analysis of historical frequency data of each interconnection (which results in different targets for each of the interconnections). NERC monitors each interconnection’s frequency performance and can tighten (or loosen) the ε1 values should an interconnection’s frequency performance decline (improve) [13]. The control parameter CF1min is the 1-minute control unit for each balancing area in achieving the control objective. It indicates the extent to which the balancing area is contributing to or hindering correction of the interconnection frequency error. If the sign of CF1min is negative, then the balancing area is contributing to the needed frequency correction. If positive, the balancing area is hindering the needed frequency correction. B is the frequency bias term in the ACE equation. 

The minimum score of CPS1 compliance is 100%. If an area has a compliance of 100%, it is providing exactly the amount of frequency support required. Anything above 100% is considered “helping” interconnection frequency whereas anything below 100% is considered “hurting” interconnection frequency. 

CPS2
CPS2 is a measure of a balancing area’s ACE over all 10-minute periods in a month. The control objective is to bound unscheduled power flows between balancing areas. It was put in place to address the concern that a balancing area could improve its CPS1 by grossly over- or under-generating to obtain a large ACE (as long as it was opposite the frequency error) ; yet the large ACE would necessarily result in  excessive flow deviations on the connections with neighbors. It is given by 
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where (ACE)10min is the 10-minute average of the balancing area’s ACE, 
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L10 in MW describes the maximum value within which 10-minute ACE should be controlled.  It is computed with the targeted 10-minute average frequency error bound for the interconnection ε10, frequency bias of the balancing area, Bi, and the sum of all Bi’s (including the balancing area for which CPS2 is being computed) in the interconnection, Bs. ε10 is developed from historical frequency data of each interconnection; it is 0.0057 Hz for EI and 0.0073 for the WI and ERCOT [12]. In 2003, the 10Bs were about -5692 MW/0.1Hz for the EI, -1825 MW/0.1Hz for the WI, and -920 MW/0.1Hz for ERCOT [12]. The minimum acceptable CPS2 score for each balancing area is 90%.
III. Wind power Impacts on cps 
A. Impacts of wind power on frequency control 
When large amounts of wind power displace thermal units in a balancing area, it influences the area’s frequency control in three ways. First, if the wind turbines do not provide inertial response, and if they displace conventional units, the balancing area’s inertia will be reduced, and this causes greater instantaneous frequency deviation in response to net load changes. Second, the percentage of units on governor control will be reduced when wind turbines without primary frequency control displace conventional units with governor controls. This increases the system regulation Rs, and thus it decreases natural frequency response coefficient βs. Most variable speed wind turbines have been deployed without inertial and governor response capability. As more of them are installed in a power system, reduction in system inertia and governor response will become more significant. Third, MW variability in wind power output increases the MW variability non-wind generation must follow, increasing the need for fast-response reserves. As we are dealing with steady-state values of Δf and ACE by virtue of the fact that we average them (over 1 minute in the case of CPS1 and over 10 minutes in the case of CPS2), we have found that the impact of the reduced inertia on CPS is subtle. So the paper focuses on the impact of wind on the reduction in system governing and increase in MW control action. 
Define the energy penetration of wind power as 
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where Ew is the annual energy supplied by wind generation and E is the annual energy supplied by all generation. E is given by


[image: image32.wmf]87608760

owooww

EEEPCFPCF

=+=´+´




(16)
where Eo is the annual energy supplied by non-wind generation. Po is the non-wind generation capacity, CFo is the composite capacity factor of the conventional generators, Pw is the installed wind generation capacity, and CFw is the composite wind power capacity factor. 

We assume that CFo remains the same before and after the integration of wind power, which is equivalent to assuming that non-wind generation capacity reduces through de-commitment by CFwPw/CF0 as the wind generation comes on-line. From (15) and (16), the capacity of non-wind power plants Po is
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(17)
Before the integration of wind power, E is supplied entirely by non-wind power plants. With a wind energy penetration of p%, only (1-p%)E is needed from non-wind power plants, which  causes the annual average capacity of non-wind power plants to be reduced by 1-p%.
Reduction in system governing

Assume that all the generators within the system have the same generator governor droop RG in pu, then the governor response provided by them is, 

1/RS = (1/RG) Po 









(18)
with units of MW/Hz. According to (17), it will be reduced by 1-p%with wind capacity penetration p%. According to (1), this will lead to a decrease in the system’s frequency response coefficient βS.
Increase in MW variability
Our model is driven by the regulation requirement, which is the difference between the actual second-by-second load and the second-by-second generation schedule of all generators as determined from the base points at 5 minute intervals computed by the real time economic dispatch (RTED). We model the RTED process to run every 5 minutes to meet the imbalance energy requirements. It uses system information obtained previous to the beginning of the dispatch interval to compute the base points. Units start to move toward the new base point before the interval begins so that they are at the desired base point after the beginning of the dispatch period but before the end of the dispatch period. For example, CAISO uses a 5 minute dispatch period based on information 7.5 minutes before the dispatch period and ramps so that the base points are reached 2.5 minutes after the beginning of the dispatch period [14, 15]. In what follows, we derive the regulation requirement signal to drive AGC according to the CAISO practice. 
Define PNL(t) as the actual area net load according to 
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where PL(t) and Pw(t) represent actual area load and wind output at time t, respectively. Denote the total generation from all generators in RTED at time t as PG_RTED (t). The regulation requirement, which drives AGC, is then 
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(20)
Assume that units on AGC ramp linearly between adjacent time intervals and they start to ramp from the middle of the previous dispatch interval and reach the desired base point in the middle of the current dispatch period. For a 5-minute dispatch interval T (T=[t1,t2]), PG_RTED (t) is expressed as
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where second-by-second wind and load forecasts, used here to model AGC ramp, are obtained by linearly interpolating between their respective 5 minute forecasts, according to
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In Eq.(22)-(23), T ​, T+ denote the intervals previous and after interval T respectively. Pw_fcst(T ​), Pw_fcst(T+) are the forecasted wind for intervals T ​, T+  respectively. PL_fcst(T ​), PL_fcst(T+) are the forecasted load for intervals T ​, T+ respectively.
Substitution of (19) and (21) into (20) results in
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where the terms on the right of (24) are:
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In real time active power balance, AGC takes action to mitigate the net load regulation requirement. The “MW variability” in this paper refers to the regulation requirement given by Eq.(22). 
Assuming 
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where 
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is the variance of load regulation requirement, 
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is the variance of wind regulation requirement. Thus, we observe that wind growth increases the magnitude of net load regulation requirement that AGC units need to mitigate. 
B. Wind Power Impact on CPS1 and CPS2
Here we first conduct a statistical analysis of CPS1 and CPS2 [10] [16] which provides the basis of how wind impacts a balancing area’s compliance with CPS1 and CPS2.
Use 
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From (10), we can see that for the compliance of CPS1, 
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where E(●) is the expectation operator.

For a two-area system with areas A and B, we have
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From (6), 
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in which 
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is frequency bias in area A, 
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is frequency bias in area B, and, assuming that E(∆PNL)=0, from (7) and (8),  E((ACEA)1min)=E((ACEB)1min)=0,  thus
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Substituting (31) into (30), we have 
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As 
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Then
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Assume that Cov((ACEA)1min∙(ACEB)1min) remain the same before and after the integration of wind. From (35), we see that E(CF1minA) increases with increase of σ2((ACEA)1min) or decrease of BA. According to (29), the increase of E(CF1minA) will have a negative impact on CPS1 compliance. 
For CPS2 compliance, we see from (12) that 
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is necessary. If 
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      (36)
Denote ACEi (i=1,2,…,s) as ACE samples in a 10-minute interval, and s as the sample number, then
E(ACE10min)=E(ACEi)=0, and σ2((ACE)10min)=(σ2/s)(ACEi).

According to the Central Limit Theorem, 
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holds for standard normal distributions, (36) indicates the following relationship needs to be satisfied for CPS2 compliance:
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Thus, we observe that area A’s CPS2 can deteriorate as a result of increased wind penetration due to two separate effects: 

1. Increased ACE variability: If increased wind penetration causes increased unscheduled flows and therefore increased ACE variability, reflected in (38) by an increase in
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2. Decreased frequency response: If BA is set by the balancing
area frequency response coefficient according to -10BA=βA, and if the wind turbines have no primary frequency control, then as wind penetration increases, βA decreases according to (18) and (1) and therefore BA decreases, leading to CPS2 deterioration, by (38). This effect is a result of a change to the setting BA, and the influence will differ if frequency bias is not set in accordance with -10BA=βA (reference [17] requires that frequency bias setting be “as close as practical to, or greater than, the Balancing Authority’s Frequency Response”).
Similarly, according to (35), CPS1 also deteriorates with the increased ACE variability and the decreased frequency response. 

IV. Simulation
A. Simulation model description
A two-area AGC model [18] is used to analyze wind power impact on CPS1 and CPS2. The model is shown in Fig. 1. To see the impact of the sizes of interconnection, two types of interconnections are considered, referred to as Cases A and B.  In Case A, two areas having the same size are considered. Each area is assumed to consist of 9 conventional units, which are selected from the RTS96 system [19]. The total installed conventional generation in each area is 1540 MW. Parameters of the 9 units are provided in the appendix. Peak load of each area is 1100 MW. In Case B, Area 1 is unchanged from Case A, but Area 2 load and generation are multiplied by a factor of 10 relative to their values in Case A, e.g., Areas 1 and 2 peak loads in Case B are assumed to be 1100 MW, while Area 2 peak load  in Case B is assumed to be 11000 MW. In both cases, wind power integration is only assumed in Area 1. Per-unit values of second-scale load data are taken from a real power system and scaled for this simulation using the capacity base of the simulation system.
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Fig. 1 AGC model of the two area system
Second-scale wind data is taken from a real wind farm. The correlation between any two wind plants’ power production on a second-to-second time scale is assumed to be negligible, a feature which is consistent with the common observation that geo-diversity among wind plants decreases variability when given as a percentage of wind capacity. To account for this, N time shifted data samples of the second-scale wind data obtained from the single wind plant are added together to represent the distributed output of wind plants at different wind penetration levels. We have increased N with penetration level according to the following criterion:
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where p% is the wind energy penetration level, E is the annual energy supplied by all generation, and Ew1 is the generated wind energy of the single wind plant used for data generation during the simulation period. The 5-minute and 10-minute variations of wind data generated with this technique are respectively compared with those of measured wind data from a real power system, which has a wind capacity of 4315MW. The 5-minute and 10-minute variations of the two datasets are quite close. Simulations are performed under different wind energy penetration levels. The wind energy penetration information used in both cases is shown in Table I.

TABLE I 
WIND ENERGY PENETRATION LEVELS
	Wind Energy Penetration in Area 1, Cases A and B
	Wind Energy Penetration in the entire interconnection,  Case A
	Wind Energy Penetration in the entire interconnection,  Case B

	6.67%
	3.34%
	0.61%

	10.14%
	5.07%
	0.92%

	13.71%
	6.86%
	1.25%

	17.37%
	8.69%
	1.58%

	21.12%
	10.56%
	1.92%

	24.94%
	12.47%
	2.27%


The simulation period is 24 hours. CPS1 and CPS2 for the simulation period are calculated. In the simulation, unit commitment is performed for each wind power penetration level to determine the online units, with the dispatch interval being 5 minutes. The forecast load and forecast wind in each dispatch interval are taken as the 5-minute average of second-scale load and wind data in the 5-minute interval plus load and wind forecast error, respectively. Units start to ramp 2.5 minutes before the dispatch interval and reach the desired set points 2.5 minutes after the beginning of the dispatch interval. Normalized root mean square error (NRMSE) of load and wind forecast is taken to be 1% and 4.5% respectively [20]. The normalization bases are the peak load and installed wind capacity, respectively. Then the load variation (for Area 2) and the net load variation (for Area 1) are calculated according to (19)-(27), which are the inputs of the simulation system shown in Fig. 1. The regulation action, i.e., the turbine power response, is provided through governor and AGC response. In the simulation, we do not specify the quantity of secondary regulation, but assume that all 9 units in the area are on AGC, each capable of responding to raise and lower signals. The response capability of each unit is limited by its turbine and governor characteristics. The integral gains K1, K2, in Areas 1 and 2 in the simulation are both set to be 0.6, calculated according to the Integral Square Error method used in [21, 22].This system is simulated over a 24 hour period to produce second-scale ACE and frequency records, which are then used to compute CPS1 and CPS2. Figure 2 illustrates, for a short sub-interval, Area 1 net load variation together with simulated frequency deviation and Areas 1 ACE.
[image: image74.emf]0 10 20 30 40 50 60 70 80 90 100

0.015

0.016

0.017

0.018

0.019

0.02

0.021

0.022

0.023

0.024

Time (s)

dPNL(pu.MW)


(a) Area 1 net load variation
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(b) Simulated Frequency Deviation
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(c) Area 1 ACE

Fig.2 Area 1 net load variation (a), Simulated Frequency Deviation (b), and Area 1 ACE (c) for a short sub-interval
B. CPS score under different wind energy penetration levels
Figures 3 and 4 show the changes in Area 1 CPS1, CPS2 with increasing wind penetration levels in cases A and B. Frequency bias B is set to match the balancing area’s frequency response, and changes with wind penetration levels. CPS1 and CPS2 scores are normalized to their 0-wind scores, i.e., their scores when there is no wind in the interconnection. 
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Fig.3 Variation of CPS1 with increasing wind power penetration in Case A and Case B
[image: image78.emf]0% 6.67% 10.14% 13.71% 17.37% 21.12% 24.94%

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Normalized CPS2 Score in Area 1

Wind Energy Penetration Level in Area 1

 

 

Case A

Case B


Fig.4 Variation of CPS2with increasing wind power penetration in Case A and Case B

Figures 3 and 4 indicate that both CPS1 and CPS2 degrade as wind penetration level increases, indications which are consistent with conclusions drawn in Section III-B. In Fig. 3, the degradation of CPS1 in Case A is much worse than that in Case B. As CPS1 is affected by the interconnection’s frequency deviation, the impact of wind on CPS1 of Area 1 is thus related to the penetration level of wind in the entire interconnection. Therefore, the higher wind energy penetration level in Case A leads to its worse CPS1 score compared to Case B. In Fig. 4, we observe that the CPS2 score in Cases B is better than that in Case A due to the larger frequency response in Case B. 
CPS1 and CPS2 are also simulated with different settings of frequency bias B. Take Case A for an example. Comparisons of CPS1 and CPS2 when frequency bias is set to match frequency response and when frequency bias is fixed at 0-wind penetration are shown respectively in Fig. 5 and Fig.6. 
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Fig.5 Variation of CPS1 with increasing wind power penetration under different frequency bias settings in Case A
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Fig.6 Variation of CPS2 with increasing wind power penetration under different frequency bias settings in Case A
We can see that different settings of frequency bias B affect CPS. Both CPS1 and CPS2 are better when frequency bias is fixed than when frequency bias B changes with wind penetration levels.
C. Measures to improve CPS
Results of the above analysis show that the displacement of conventional power plants by wind power will have negative impacts on a balancing area’s CPS compliance at high wind penetration levels. This will cause degraded frequency control performance of the interconnected system, which raises reliability concerns. Several measures to improve CPS are proposed in this subsection, and their effectiveness is discussed. They are as follows:
· M1: Increase primary frequency control capability in Area 1 

· M2: Increase the forecast accuracy of wind power
· M3: Control wind power output to be no more than a band around the forecasted value
· M4: Combining control areas. 
Each of the above measures is implemented at wind power penetration level 25% in Area 1 in both cases. In M1, Area 1 governor droop RG is set to the value used when wind power penetration level is zero. This emulates a situation where primary frequency control capability of the control area is not affected when wind turbines displace conventional generators at wind penetration level being 25%. In reality, increasing primary frequency control capability can be realized by decreasing governor droop RG of conventional generators or adding primary frequency control in wind turbines [23]. In M3, an upper band for possible real time wind power output is set. If real wind power output is greater than the band, which is set to be the forecast value plus 2% of installed wind capacity, then control the real wind power output to be the band; if real wind power output is less than the forecast value, then provide no control. In M4, when control areas are combined, more generation will be available to mitigate the net load variation. In the simulation, the combination of the two control areas forms an extreme case, where the entire interconnection becomes one control area and the need for CPS2 is eliminated. New CPS1 and CPS2 scores based on each of the above measures are listed in Tables II and III, respectively, for the two cases.
Tables II and III show CPS1 and CPS2 scores improve with each measure. In the simulation, frequency bias is set to match the balancing area’s frequency response. We can see that increasing wind power forecast accuracy and combining control areas are the most effective ones. The reason that wind power forecast accuracy matters is that decreased accuracy in wind power forecasts result in a less effective unit commitment for following fast wind power variations, leading to more frequent, larger, and longer-lasting power imbalances, which causes degradations in frequency control performance. Though improving wind power forecast accuracy is effective, it may not be easy to implement in the near future, due to the limited forecasting performance. Increasing primary frequency control capability in Area1 is the third most effective measure, which increases the BA’s ability to respond to very fast variations of net load. Wind power control, M3, is also an effective measure in improving CPS, as wind farm control for over-generation of wind power above the wind power output band reduces the very fast variations associated with wind power ramp-ups. 
TABLE II
CPS1 AND CPS2 SCORE WITH DIFFERENT MEASURES AT 25% WIND POWER ENERGY PENETRATION LEVEL IN AREA1, CASE A

	Measures
	CPS1
	Improvement over Original CPS1
	CPS2
	Improvement over Original CPS2

	M1 
	52.93%
	31.74%
	59.71%
	3.75%

	M2 *
	65.58%
	63.21%
	71.22%
	23.75%

	M2 **
	92.90%
	131.21%
	100%
	75.00%

	M3
	60.76%
	51.22%
	66.19%
	15.00%

	M4
	73.84%
	83.78%
	-
	-


In M2*, NRMSE of wind power forecast is assumed to be 3%; In M2**, NRMSE of wind power forecast is assumed to be 0%.
TABLE III
CPS1 AND CPS2 SCORE WITH DIFFERENT MEASURES AT 25% WIND POWER ENERGY PENETRATION LEVEL IN AREA 1, CASE B
	Measures
	CPS1
	Improvement over Original CPS1
	CPS2
	Improvement over Original CPS2

	M1 
	91.50%
	4.61%
	96.52%
	2.21%

	M2 *
	93.78%
	7.21%
	98.61%
	4.41%

	M2 **
	96.56%
	10.40%
	100%
	5.88%

	M3
	91.16%
	4.22%
	97.92%
	3.68%

	M4
	99.07%
	13.25%
	-
	-


In M2*, NRMSE of wind power forecast is assumed to be 3%; In M2**, NRMSE of wind power forecast is assumed to be 0%.

V. New frequency metrics
New control performance metrics [24] (Control Performance Measure 1 or CPM1, and Control Performance Measure 60 or CPM60) that measure the long term frequency performance impact on reliability are being developed by NERC. CPM1 is the original CPS1, while CPM60 is a 60-minute version of CPS1. The original CPS2 was eliminated in the newly developed metrics. Short term ACE metric “Balancing Area ACE Limit” (BAAL) is being developed and has been under field trial [25] to bound each balancing area’s ACE. The goal of controlling ACE within BAAL is to ensure that frequency does not go beyond Frequency Trigger Limits (FTL), FTLlow and FTLhigh. These values are defined by the settings of UFLS relays on the low end, and by over-frequency and turbine over-speed relays on the high end, and have been suggested to be 59.95, 59.856, and 59.932 Hz for FTLlow in the EI, WI, and ERCOT, respectively, and 60.17 Hz for FTLhigh in the EI [26]. The formulation of BAAL is given below [26]

[image: image81.wmf](

)

(

)

(

)

(

)

,

10

lows

lowiilows

As

FTLF

BAALBFTLF

FF

-

=-´-´

-

, when   FA<FS

[image: image82.wmf](

)

(

)

(

)

(

)

,

10

highs

highiihighs

As

FTLF

BAALBFTLF

FF

-

=-´-´

-

, when FA>FS
(40)
where BAALlow,i is the low BAAL for balancing area i;
BAALhigh,i is the high BAAL for balancing area i;
Bi is the frequency bias for balancing area i;
FS is the scheduled frequency for the interconnection;
FA is the measured frequency for the interconnection.
The above expressions ensure that if frequency is beyond FTL, then at least one BA is beyond its associated BAAL. Thus, returning all BAs’ ACE within BAAL is sufficient for returning frequency within FTL. 
The impact of increasing wind power penetration levels on a balancing area’s BAAL violation performance is analyzed using Case A. Simulation results are given in Table IV.

TABLE IV 
RESULTS OF WIND IMPACT ON BAAL VIOLATIONS AT DIFFERENT WIND POWER PENETRATION LEVELS

	Wind Penetration Level
	Number of BAAL Violations

	6.67%
	0

	10.14%
	2

	13.71%
	2

	17.37%
	9

	21.12%
	26

	24.94%
	36


Table IV indicates that the number of BAAL violations increase with wind power penetration levels. Table V shows the number of BAAL violations with measures M1-M4 at wind energy penetration level being 25%.

Results in Table V indicate that increasing wind power forecast accuracy, combining control areas, increasing primary frequency control capability, as well as exerting wind farm control are effective measures in improving CPS, which are consistent with the conclusions drawn in Section IV-C.

TABLE V
BAAL VIOLATIONS WITH DIFFERENT MEASURES AT 25% WIND POWER ENERGY PENETRATION LEVEL IN AREA 1, CASE A

	Measures
	Number of BAAL Violations
	Improvement over Original BAAL Violations

	M1 
	25
	30.56%

	M2 *
	9
	75.00%

	M2 **
	0
	100%

	M3
	24
	33.33%

	M4
	7
	80.56%


In M3*, NRMSE of wind power forecast is assumed to be 3%; In M3**, NRMSE of wind power forecast is assumed to be 0%.
VI. Previous deterioration in frequency response

NERC reported that “Frequency response of the interconnected North American electric systems has shown a significant decline for several years” [27], attributing the degradation to blocked governors, use of larger governor deadband settings, operation at reduced headroom, and other factors, changes that “…are not the direct result of the emergence of renewable resources such as wind and solar.” This is because the penetration levels of wind and solar were low during the time the decline was observed. Thus, results presented in this paper should not be used to interpret past frequency performance. Rather, they should be used to understand the potential for future effects, in the spirit of [27] which recommends to “Consider the potential effects from the integration of new generation technologies…”
VII. conclusions
CPS1 and CPS2 are indices for evaluating a balancing area’s frequency control performance in an interconnected system. Compliance of each balancing area with CPS is required by NERC. In this paper, the impact of wind power on a balancing area’s CPS compliance is studied. Reduced governor response coefficient and increased net load variation are identified as factors that negatively impact CPS when large amounts of wind power displace conventional generation in a balancing area. Their impacts on CPS are verified with a two area system model. Measures to improve CPS are proposed and the effectiveness of each is shown with simulation results. Increasing forecast accuracy to track fast wind power variations, combining control areas to increase the generation response to net load variation, increasing primary frequency control capability and exerting wind power variation controls are effective measures for improving control performance. New control performance metrics are being developed by NERC. Of these, we show that violations of BAAL are affected by wind penetration levels as well, and the proposed measures are also effective in mitigating the negative impacts of wind on BAAL violations. Balancing areas expecting to experience high wind penetration levels should consider enhancing CPS compliance through focus on one or more of these measures. Doing so will improve control of initial frequency in advance of large, instantaneous MW imbalances, it will reduce ACE variability and thus flow variability, and it will ensure appropriate levels of area contribution to interconnection frequency control.

Appendix

TABLE A 
PARAMETERS OF THE 9 SELECTED UNITS FROM THE IEEE RTS 96 SYSTEM
	Unit
	Pmax

(MW)
	Pmin

(MW)
	RU(MW/min)
	UT(h)
	DT(h)
	Initial state (h)

	1
	76
	38
	2
	8
	4
	8

	2
	100
	50
	3
	8
	8
	-8

	3
	197
	118
	3
	12
	10
	11

	4
	197
	118
	3
	12
	10
	-5

	5
	155
	93
	3
	8
	8
	8

	6
	155
	93
	3
	8
	8
	8

	7
	155
	93
	3
	8
	8
	8

	8
	155
	93
	3
	8
	8
	6

	9
	350
	227.5
	4
	24
	24
	-24


*RU denotes ramp rate; UT denotes minimum up time; DT denotes minimum down time; positive initial state X means the unit has been online for X hours, while negative initial state X means the unit has been offline for X hours.
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