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Goal
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Slowly Changing Sparsity
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Outline

• Problem definition and background

• LS CS-residual (LS-CS) & KF CS-residual (KF-CS)

• Bounding LS CS error

• Conditions for stability of LS and KF CS

• Simulations 
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Problem Definition
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RIP and ROP constants [Candes,Tao]
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Compressed Sensing [Candes, Romberg, Tao] [Donoho]



N. Vaswani: LS-CS and KF-CS
8

The Question
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Finding a Recursive Solution
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CS-residual idea [Vaswani, ICIP’08, ICASSP’09]
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Why CS-residual works?
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LS CS-residual (LS-CS) algorithm
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Bounding LS CS-residual error [Vaswani, ICASSP’09]



N. Vaswani: LS-CS and KF-CS
14

Comparison with CS
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Comparison with CS: special case
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Disclaimer

• We are only comparing upper bounds

• The upper bound on CS error being larger 
does not necessarily mean that CS-
residual is better
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Kalman filtered CS-residual (KF-CS)
[Vaswani, ICIP’08]
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KF CS-residual (KF-CS) algorithm
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Convergence to Genie KF/LS [Vaswani, ICASSP’09]
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Corollary: Stability [Vaswani, ICASSP’09]
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Main Idea of Proof
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Simulations: random-Gaussian meas.
• Signal length: m=256
• Sparsity size: S1 = 8, 2 new additions every 5 time units from t=10 to 50
• Observations: n=72, σ2 = 16/9n
• To answer a question raised during the talk

– The above is just one simulation example used to make it similar to the 
assumptions used by our theorem

– There could be new additions or deletions at every frame (this happens for 
real image sequences, e.g. MRI – see last page) and our algorithm still works

– Even though the above simulation may appear to be solvable using MUSIC, 
the general scenario is not. Also MUSIC is NON-CAUSAL, we want a 
CASUAL algorithm.

– Also, to use MUSIC one would need to know how long there has been no addition 
(this may be possible to detect by thresholding norm of residual)



N. Vaswani: LS-CS and KF-CS
23

Related Work
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Summary
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Ongoing/Future Work
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Simulated MRI [Qiu, Lu, Vaswani, ICASSP’09]

• Observations: n = m/2, m = 128 (one column at a time)
• Support size ~ 0.26m, change in support ~ 0.03m
• Variable density undersampling in ky, full resolution in kx
• Select γ using the error bound of [Tropp’06]

Plot of normalized MSE against time

Cardiac sequence: reconstructed last frame


