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Abstract—The use of wireless sensor networks is essential In the following sections we present the network model,
to implementation of information and control technologiesin  description of our MAC and Network layers, simulation résul
application areas such as precision agriculture. We desigiMAC and conclusions.
and Network layers for a wireless sensor network deployed
for a precision agriculture application which requires periodic
collection of sensor readings from fixed locations in a fieldThe
Physical layer consists of a radio which operates in multipg

II. NETWORK MODEL

power levels in the transmit mode and multiple sensitivity évels ;\

in the receive mode. The MAC layer is designed to save energy £ —1 é é
during the wake-up synchronization phase. The network laye A aaﬂr:r. '\&—1:\—1( ;

is designed to custom fit the needs of the application, namely ~ Collection r _.,_.v_.v_. 1»\ i g\i,\j\
periodic data collection from fixed locations, and to minimize point -

the energy consumption through balancing the communicatio
load. The design of various protocol layers involves a crodayer ‘
design strategy, taking into consideration the requiremets and éSatellite
the characteristics of the application.
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I. INTRODUCTION AND RELATED WORK § node

Precision agriculture refers to the use of information and
control technologies in agriculture [1]. Effective soiltdacol- Fig. 1. Wireless sensor network, showing sensor and datedation
lection and processing is a key requirement in this apptinat 9eP'oyment
to use the resources effectively for maximizing the cropdyie
and minimizing the impact on the environment. In this paper Our precision agriculture farm is divided into regular sgua
we describe our work on a sensor network for such a precisig@nsor fields (see Figure 1). Within each field, sensors are de
agriculture application. ployed in a rectilinear grid form, with grid size 60m x 50m,

Our MAC and network layers are designed to meet ttd at a depth 0B0cm. To conserve energy, only adjacent
requirements of the application (periodic collection ofiser- hodes are able to communicate directly with each other. The
data and energy efficiency). Soil monitoring applicatioresio Satellite stations at the corners of each field have a trasssoni
not have latency as a strict requirement, but data integr[@ngethat can cover all nodes in the field. The satellitéostsit
with a certain confidence has to be guaranteed. Our sche#@enot perform any sensing operation, but they serve three
is based on adjusting the receiver sensitivity level andisen PUrPOSES:
transmission power during the wake-up phase to trade off thel) they collect information from the sensor nodes in a field
energy consumed at the receiver for that at the transmitter and relay the collected information to a base station,
of the wake-up signal. Routing strategy further balances th 2) they dispatch routing and scheduling information to the
energy consumption across all the nodes in the field. sensors in the field, and

Energy efficiency during radio communication is achieved 3) they participate in the sensor localization process.

by minimizing idle-listening, overemitting (transmissiwhen pye to the first point above, the routing is based on a twotleve
receiver is not ready), collisions and overhearing (node rgierarchy (field-level versus satellite-station leveljigh can
ceiving a packet not destined for itself). Protocols such 8fmplify routing and also save energy of the sensor nodes.
such as S-MAC [2] and T-MAC [3] use a periodic listenyjoreover, the second point also reduces the computational-
sleep schedule to minimize idle-listening. B-MAC [4] angomplexity and hence energy consumption of the sensor nodes
WiseMAC [5] use preamble sampling scheme to reduce thfe third point above is the subject of our future work.

radio duty cycle. A TDMA based protocol can minimize The routing computes routes over sensor nodes in the field
collisions and overhearing but at a higher overhead cost Qfch that the different satellite stations take turns imegihg
near-perfect synchronization. data, so that energy consumption is balanced. Additiorlady

) . ) ) . routing strategy has the advantage of withstanding fedlared
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Ours is a hybrid network, combining features from bothcheduled (so that it will wake up at the latestAynits prior
ad-hoc and infrastructured networks. Also note that the otar sender’s scheduled wake-up time). But then the receiver o
network model is scalable due to the reason that the enethg wake-up signal may wake up as early3dsunits prior to
consumption is a linear function of the number of nodes. the sender’'s scheduled wake-up time whereas the sender may
wake up as late ag\ unit after its own scheduled wake-up
time. As as a result the receiver may remain drowsy for at
o ) ) ) most4A units before it starts to witness the ping signal. To

Energy efficiency is achieved by reducing the energy cogpgsyre that\ does not grow unbounded, the clocks need to be
sumed by the receiver of the wake-up synchronization signglnchronized periodically, and in our application this &né
at the PHY/MAC layer level, and by using routing andy the peginning of each round.
scheduling to achieve load balancing and keeping the numbefrhe gegraded receiver sensitivity can be achieved by sim-
of internode communications per round to a minimum. Ajifving some parts of the receiver-circuitry. For exampie
Round refers to period of time where the sensed data fropyp, by-pass some amplifier stages, and save on the energy
all the nodes in a field are forwarded to the particular s'mellthey consume for their operation. The wake-up signal is a
node acting as the sink. The role of the sink is rotated amoggna| of a very short duration and carries no data and its sol
the satellite nodes of a field with each round (This increasggrpose is to generate an interrupt in the receiver's dircui
the measure of resilience against node failures). A cadiect rigyre 2 jllustrates the energy saving achieved by using the
of conseque_tlve_ rounds in which each satellite node hasl acEﬁ'owsy and ping modes as opposed to the regular transmit and
once as a sink is termed asmacro-round. _ _receive levels. Denoting b, and P, the power consumption

Due to the large sleep periods, the relative clock driftqyring normal transmit and receive, afg and P, that during
between neighboring nodes can be significant. Typical dr, ng and drowsy modes, the energy saved during a wake-up
in crystals employed in clocks in sensor nodes is of the ordgfnchronization can be up taA +w) (P, — Py) —w(P,— P,)
of 30 ppm. To reduce the energy consumed during the Wakge first term denotes the energy saved at the receiverhend t
up synchronization phase, the receiver of the wake-up bigiacond term subtracts the extra energy needed for pingg, Her
listens at a lower sensitivity level while waiting for a wake ; yenotes the duration of the ping pulse.
up signal from a neighboring node which is trar_15mitted at agych a wake-up strategy has been proposed by the use of
higher power level. We term the mode of operation of a N0gg-|p technology in [6]: Each sensor node is equipped with
while transmitting the wake-up signal @ing, and the mode 5 54 and a reader. The reader at one node is used to send
of operation of the receiver circuit in the degraded sensiti g ping to the tag of a neighboring node to awaken the latter.
as drowsy, see Figure 2. Thus we make a trade-off betweefhe tag, on receiving the signal, generates an interrupthwhi
the energy consumed at the receiver of the wake-up signal aidiyates the antenna system for regular data communicatio

Ill. ENERGY EFFICIENT WAKE-UP AND DATA
COLLECTION

that of its sender. Here the drowsy mode is realized by drawing energy from the
ping received signal itself.
A A. MAC Layer Design
ping data data
Sender | | T In our setting, at the beginning of each round the routing,
| | schedule and initial clock reset information is deliveredat!

eneray savings the nodes in the field. The nodes put their radios to sleep afte
Receiver m receiving this information, while setting their timers teefiat
e e the scheduled time for communication. Due to clock drifts,
(@) Traditional radio (b) Radio with multiple power modes one of the nodes in the communication needs to idle-listen
for a period4A as discussed above. Due to the convergecast
Fig. 2. Wake-up: (a) Existing versus (b) Proposed schemes. nature of the traffic, the receiver of the data is respondibnie
sending the ping signal to all its senders (rather than therot
In the worst case of maximum relative clock drift betweeway). Also in our setting, we allow up to two retransmissions
two nodes, the receiver of a wake-up signal idle-listensaforin case of data loss. Figure 3 shows the time-line of events
time that is of the order oflA, where A is the maximum for our MAC protocol for one receiver versus two upstream
clock drift during the period since last synchronization, isenders in the scenario, when the first transmissions fram bo
order to make sure it can capture the wake-up synchronizatibe senders fail, and they are given a second chance to titansm
signal from its downstream neighbor. Therefore, the energyeir data. Henceforth, we will refer to our Ping-Drowsy MAC
consumed by the receiver can be significantAifis large, protocol as PD-MAC.
which is the case for longer sleep periods. The appearance
of the term 4A” can be understood as follows: The sendes: Network layer
of the wake-up signal may wake up time units earlier than  Multi-hop routes from all the sensor nodes to a sink are
scheduled, and in order to not miss the ping, the receivdreof ttcomputed for each round. Energy efficiency is achieved by
wake-up signal must target waking @g\ units earlier than way of load-balancing and avoiding more than one successful




wake up data/ACk prase | Retrial data/ACK is chosen sufficiently long so as to allow transmission oééhr
ase ase .
ceceiver | 7" HH‘H‘“ 2 WH | data and three corresponding acknowledgements. The sender
= node sets its timer to wake up once a round to send the
NACK ACK collected data to the receiver. Note that in the worst case th
Sl i act sten period only in adt
Sender 1 MMM o nodes are in active mode for one listen period only in addlitio
Sender 2 = — to the initial active period for synchronization. Clock ftliin
ACK ACK the sleep timer was modeled using a uniform random number

generator OvefTschedule - A7 Tschedule + A]
The current amperage values used for the simulation (along
with other parameters) have been taken from the datasheet of

CC1110, see Table I. We set the current drawn during the

transmission by each node in each round (since each trans P%Wsy mode to 10.0 mA which is roughly half of that in the
sion incurs the additional energy for wake-up SV”ChVO”iZ?égular receive mode

tion). That is, a node must forward to a downstream node

Fig. 3. Sample time-line of events in PD-MAC.

only when it has received the data from all of its upstream TABLE |
nodes to avoid multiple transmissions. In each round, tlieso PARAMETER VALUES USED IN SIMULATION.
forward their data to a sink located at one of the corners of — o
! . . itrate .2kbps
the fleI(_JI. The role of the sink is rotated among th_e corners Transmit carrent drawn TS50 mA
of the field to further balance the energy consumption in the Receive current drawn 19.8 MA
field and to increase the resilience against node failurésn A (Drowsy ICL;rrent drawn| 10.0 mA
; ; ; ; PDMAC only
by_ appropnate.scheQullng, .|nt.erference between Sensors i Ping current drawn (PDVAC 335 mA
adjacent fields is avoided. Within a round, a node forwagls it only)
data to a neighboring node that is closer to a designated sink Data packet 8 bytes
node. In case of multiple choices for such a neighbor, tha dat Ack packet 4 bytes
forwarded to one witimaximum remaining energy level Sync packet (SMAC only) 12 bytes
are. . 9 9y ; : Ping pulse duration (PDMAC 1ms
This routing helps balance out the energy consumption acros only)
the entire sensor field, as demonstrated by our simulation SMAC initial listen period be-| 2A + Ty pcnpacket
results fore transmiting sleep schedule
’ . . . SMAC listen period 3(TyatarTack)
Further, the routes determine the order in which nodes SMAC sleep period 3(Taata T ack)
must forward their data. The scheduling of the nodes must Clock frequency | 38KkHz
be performed to determine the exact timings of events such PDMAC max drowsy duration| 44 + Tping
Packet error rate 0.2

as, when a node shall initiate wake-up (by generating ping),
when shall a node go into drowsy (to capture a ping), and

when shall a node transmit its data together with the data itThe result of energy consumption comparison between our
has collected from its upstream nodes. This schedule isfdrmyaC and SMAC is shown in Figure 4 from which we see that
to ensure that the data collection takes place with as fegspinour MAC protocol achieves a much better performance than
as possible. For this, all the senders to a receiver are glbug\AC. This is due to the fact that in SMAC, there is more
and awakened together by a single ping from the receivgyerhead in the wake-up synchronization phase because the
and further only those senders are allowed retransmissigies listen at the normal receive power level. In addition,
whose communications failed (at most two retransmissios ghey need to exchange clock synchronization information to
allowed in the current scheduling algorithm, but this can bgnchronize their local clocks with each other.
adjusted to meet the requirements of the data delivery)ratio Next we simulated the behaviour of the sensors laid out
The routing and the scheduling information is computed ley th, 5 square field. Figure 5 shows the energy consumption for
corner satellite stations, and is then distributed to th#esan 109 nodes in al0 x 10 field for the cases of a traditional
the field. radio versus a radio with multiple-power modes and with and
without sink node rotation over 10 macro-rounds. For thecas
of no-rotation there is a large variation in the energy comed

We obtained performance results using the event driven siby the nodes because the nodes that are closer to the sink
ulation framework of TOSSIM [7] to generate trace files whichode (shown as the lower id numbers) get more drained than
were analyzed in python. To compare the performance of Pihe others. The most balanced energy consumption among the
MAC with SMAC (without RTS/CTS since our schedulingthree cases is observed in the case of the radio with multiple
ensures no contention), we simulated the behavior of twower modes and when load balancing is applied at the routing
nodes, a sender and a receiver. The initial listen period lafer and effectively implemented at the scheduling layer.
SMAC was chosen to ensure that the two nodes are able td-igure 6 shows the difference between the energy consumed
synchronize with each other to follow the same sleep-listday the most energy drained node and that by the least energy
duty cycle, which we choose to 5©%, and the listen period drained node when the field size is kept constan§ at 5,

IV. SIMULATION RESULTS AND INITIAL IMPLEMENTATION



Distribution of energy consumption
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Fig. 4. Energy consumption distribution for SMAC and our Ma@tocol.
Fig. 6. Difference between the energy consumed by most pranajned

node and the least energy drained node versus number of {magrds.

1.4 ;,: culture that requires periodic collection of data from fixed
B DS o locations, and that has long sleep periods. Due to the large
i 4 ° - ] drift in the local clocks of the nodes, considerable energy
E ol ™ &, ] is consumed during the wake-up synchronization phase of
%10:?,; a’*‘t:'w%@*m R:,«."*"M the communication. Our network stack is designed with the
0% u " ":‘", . " goal of energy efficiency during wake-up synchronization by
goe * "\N trading off the energy consumed at the receiver for that at
5 ¢ e the transmitter. Simulation results confirm that PD-MAC is
£ o4 '\bg ] more energy efficient than SMAC for the application under

opl|" " Treditional Radio - discussion. Further simulations justified the need for aorad

|y o Racows QE:E:E:: P er modes o rotation| 9 with multiple transmit power levels as well as multiple rivee

0.0 L L

‘ ‘ sensitivity levels. Our future work plan includes enhagdime
0 20 40 60 80 100 . .

Node id protocol to incorporate fault management (both detectimh a
mitigation). Field tests of the network are underway, whsre
we have successfully tested our MAC protocol employing the
new wake-up synchronization strategy.

Fig. 5. Energy consumption of 100 nodes over 10 macro-raunds

but the number of macro-rounds is varied from 1 to 10. The
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