Many-to-Many Tratfic Grooming in WDM
Networks

Mohammad A. Saleh

Abstract—A large number of network applications today allow
several users to interact together using the many-to-many service
mode. In many-to-many communication, also referred to as group
communication, a session consists of a group of users (we refer
to them as members), where each member transmits its traffic
to all other members in the same group. In this paper, we
address the problem of many-to-many traffic grooming in WDM
mesh networks. In this problem, a set of many-to-many session
requests, each with an arbitrary sub-wavelength traffic demand,
are given and the objective is to provision the sessions on the
WDM network with the minimum network cost. The cost of a
WDM network is dominated by the cost of higher layer electronic
ports (we refer to them as transceivers). Therefore, our objective
is to minimize the total number of transceivers used.

We address the problem in both ron-splitting networks where
the nodes do not have optical splitting capabilities and in splitting
networks where the nodes do have optical splitting capabilities.
First, we formulate the problem in each of the two networks as
a Mixed Integer Linear Programs (MILP). Afterwards, based
on observations from optimal solutions, we develop a heuristic
approach for each network by relaxing and simplifying its
corresponding MILP. Through extensive experiments, we verify
the accuracy of our proposed heuristics and also show when each
of the two networks is a more cost-effective choice for many-to-
many traffic grooming.

I. INTRODUCTION

In wavelength routing networks, using wavelength division
multiplexing (WDM), the bandwidth of a fiber is divided into
multiple disjoint optical channels (wavelengths). Currently, it
is feasible to have hundreds of wavelengths, each operating
at 10 to 40 Gbps, per fiber. Bandwidth requirements of user
sessions, however, are usually of sub-wavelength granularities.
For example, an MPEG compressed HDTV channel requires
less than 20 Mbps of bandwidth. In order to reduce this huge
bandwidth gap, traffic grooming was introduced to allow a
number of sessions with sub-wavelength granularities to share
the bandwidth of a wavelength channel. In addition to deter-
mining the virtual topology and the routing and wavelength
assignment of each of the wavelength channels, the traffic
grooming problem deals with the intelligent assignment of
sub-wavelength traffic demands onto the existing wavelength
channels.

The cost of a WDM network is dominated by the cost of
higher layer electronic ports such as IP router ports, MPLS La-
bel Switching Router (LSR) ports and SONET ADM ports (we
refer to these ports as transceivers). A transceiver is needed
for each initiation or termination of an optical channel. For
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Fig. 1. A many-to-many session with members {A, B,C, D} each with
traffic denoted as a, b, ¢ and d, respectively.

example, a lightpath requires two transceivers, while a light-
tree [1] with N endpoints requires /N transceivers. Therefore,
most of the studies on traffic grooming focus on minimizing
the total number of transceivers used. Note that associated
with each electronic port that terminates or originates an
optical channel are optical transceivers for transmitting and
receiving the optical signal. Therefore, the cost of a transceiver
includes both the cost of the electronic port and the cost of
the associated optical transceivers.

The traffic grooming problem even with unicast traffic and
on simple topologies has been shown to be NP-complete [2].
Most of the work in traffic grooming has dealt with unicast
or “one-to-one” traffic. A large portion of the traffic in high
performance networks, however, is becoming of the multipoint
type. This traffic type includes multicast, many-to-one, and
many-to-many. In multicast or “one-to-many”, a single source
communicates with a set of destinations, while in many-to-one
or “’inverse multicasting” a set of sources communicate with a
single destination. In many-to-many or group communication
[3], a session consists of a group of users (we refer to
them as members), where each member transmits its traffic
to all other members in the same group (see Fig. 1). On-
demand video distribution and file distribution are examples
of multicast applications, while resource discovery and data
collection are examples of many-to-one applications. In the
case of many-to-many, where several users interact together,
multimedia conferencing, distance learning, e-science applica-
tions, distributed simulations, and collaborative processing are
some of the applications [4]. Bandwidth requirements of these
user applications are usually of sub-wavelength granularities.
Therefore, finding efficient ways of grooming them at the
optical layer has become prominent.

In order to effectively support many-to-many communica-
tion, nodes in a WDM network must be able to duplicate



incoming traffic into multiple copies, each going to a different
output port. Two main node architectures were proposed in
the literature to implement this functionality. In the first
one, nodes can only duplicate an incoming optical signal
by applying optical-electronic-optical (O/E/O) conversion and
duplication takes place in the electronic domain; we refer to
networks with these nodes as non-splitting networks. In the
second one, nodes are capable of splitting the incoming optical
signal (using optical splitters) into multiple copies without
any O/E/O conversion. Therefore, in this node architecture,
traffic duplication can take place in both the electronic and
the optical domains; we refer to networks with these nodes
as splitting networks. Note that non-splitting networks support
only lightpaths, while splitting networks support lightpaths and
light-trees.

In this paper, we address the many-to-many traffic grooming
problem on arbitrary mesh topologies in both non-splitting
and splitting networks with the objective of minimizing the
total number of transceivers used. Since the total number
of wavelengths used only marginally adds to the overall
network cost, we are only interested in a feasible routing and
wavelength assignment. A feasible routing and wavelength
assignment must ensure that each optical channel uses the
same wavelength on all the fiber links it traverses (assuming
no wavelength conversion), and that no two optical channels
use the same wavelength on the same fiber link.

The rest of the paper is organized as follows. In Section II,
we review related work, while in Section III, we describe and
compare the many-to-many traffic grooming problem in both
non-splitting and splitting networks. In Section IV, we present
the network model, while in Section V, we formulate Mixed
Integer Linear Programs (MILPs) for the many-to-many traffic
grooming problem in both non-splitting and splitting networks,
followed in Section VI by a detailed numerical example from
MILPs solutions. In Section VII, we propose heuristic solu-
tions for the many-to-many traffic grooming problem in both
non-splitting and splitting networks. In Section VIII, numerical
results from both networks are presented and compared, while
the paper is concluded in Section IX.

II. RELATED WORK

Traffic grooming has been extensively studied for unicast
traffic [5]-[14]. In [5], the authors addressed the traffic groom-
ing problem on a number of WDM ring architectures with
the objective of minimizing the overall network cost. In [6],
the authors proposed optimal and near-optimal algorithms for
traffic grooming in SONET WDM rings with the objective of
minimizing the number of wavelengths and SONET ADMs. In
[7], the authors considered the traffic grooming problem in a
WDM mesh network. They introduced an ILP formulation and
then developed heuristic solutions. In [8], the authors provided
a decomposition method that divides the traffic grooming
problem into two smaller problems and then solved each
problem independently. In [9], approximation algorithms for
minimizing the total equipment cost and for minimizing the
lightpath count were introduced. In [10], the authors provided
a hierarchical framework for traffic grooming in a WDM mesh

network. For a survey of advances in unicast traffic grooming,
the reader is referred to [11].

Traffic grooming has also been considered for multicast
traffic [15]-[19]. In [15], the authors addressed the multicast
traffic grooming problem in metropolitan WDM ring net-
works with the objective of minimizing electronic copying.
They presented an ILP formulation and then developed a
heuristic approach that consists of three phases: routing, circle
construction, and grouping of circles. In [16], the authors
introduced a graph based heuristic for the multicast traffic
grooming problem in unidirectional SONET/WDM rings and
compared it to the multicast extension of the best known
unicast traffic grooming heuristic in [6]. In [17], the authors
addressed the multicast traffic grooming problem in WDM
mesh networks. They provided MILP formulations and also
developed heuristic solutions. In [18], the authors considered
the multicast traffic grooming problem in WDM mesh net-
works with sparse nodal light splitting capability. In [19],
a non-linear programming formulation was introduced as an
analytical model for the multicast traffic grooming problem in
splitting networks followed by a number of heuristic solutions.
In [20], the authors addressed the problem of many-to-one
traffic grooming in WDM mesh networks with the objective of
minimizing the number of wavelengths and SONET ADMs.
They introduced an MILP formulation and a dynamic pro-
gramming style approach that builds the solution progressively
as a heuristic solution. For a survey of advances in multicast
traffic grooming, the reader is referred to [21].

To the best of our knowledge, many-to-many traffic groom-
ing is a new research problem that has been only considered
in the authors’ work [22]. In this paper, we address the many-
to-many traffic grooming problem in both non-splitting and
splitting networks. In non-splitting networks, we introduce
an MILP formulation and then a heuristic solution based on
observations from optimal solutions. In splitting networks, we
introduce a novel hub-based approach that combines optical
splitting and network coding to provision many-to-many ses-
sions. We also introduce an MILP formulation and a heuristic
solution for the hub-based approach. A comprehensive com-
parison between non-splitting and splitting networks reveals
that each of the two networks is a cost-effective choice for a
certain range of traffic granularities.

III. PROBLEM DESCRIPTION AND MOTIVATION

We formally define the many-to-many traffic grooming
problem as follows. Given the physical WDM network topol-
ogy, number of wavelengths per fiber, grooming factor, and a
set of many-to-many session requests each with an arbitrary
sub-wavelength traffic demand, determine:

1) What optical channels (lightpaths and light-trees) to
establish and how to route and groom each of the sub-
wavelength many-to-many traffic demands on these optical
channels; the virtual topology and traffic routing problem.

2) How to route and assign a wavelength to each of
the optical channels on the WDM network; the routing and
wavelength assignment problem.

The objective is to minimize the total number of transceivers
used. As indicated earlier, the traffic grooming problem even
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Fig. 2.

Provisioning of a many-to-many session with a set of members {A, B,C, D} each with traffic denoted as a, b, ¢ and d, respectively (grooming

factor=4) in: (a) a non-splitting network case where a, b, ¢ and d are one unit of traffic each. (b) a splitting network case where a, b, ¢ and d are one unit of
traffic each (hub = B). (c) a non-splitting network case where a, b, c and d are two units of traffic each. (d) a splitting network case where a, b, ¢ and d are

two units of traffic each (hub = B).

with unicast traffic and on simple topologies has been proven
to be NP-Complete. Furthermore, each of the two subproblems
above is considered hard on general topologies. Although
solving each subproblem independently is a more tractable
approach than solving them combined, it will not guarantee
an optimal solution. To guarantee an optimal solution, the
two subproblems must be jointly considered and this is the
approach we follow in this paper.

A. Many-to-Many Traffic Grooming in non-Splitting Networks

In non-splitting networks, lightpaths are the only optical
communication channels available to provision many-to-many
sessions. The traffic originating from a member in a many-to-
many session may traverse multiple lightpaths to reach any
other member in the same session, while a lightpath may
traverse multiple fiber links. A lightpath may groom traffic
from different sessions and traffic from different members
within the same session. Therefore, the many-to-many traffic
grooming problem in non-splitting networks is to determine:
1) how many lightpaths to establish between each pair of
nodes in the network and how to route and groom each of
the sub-wavelength many-to-many traffic demands on these
lightpaths; 2) how to route and assign a wavelength to each of
the lightpaths on the physical WDM network. The objective
is to minimize the total number of transceivers used.

B. Many-to-Many Traffic Grooming in Splitting Networks

In splitting networks, light-trees in addition to lightpaths can
be used to provision many-to-many sessions. We introduce a
novel hub-based approach for many-to-many traffic grooming
in splitting networks. In this approach, each many-to-many
session has a designated hub node chosen from the set of
nodes in the network including the members themselves. All
the members, in a session with N members, transmit their
traffic units to the hub through lightpaths (upstream traffic).
Using the new technique of network coding [23], the hub then
linearly combines the traffic units received together with its
own traffic units (if it is a member) to generate N — 1 linearly
independent combinations. These combinations must also be

linearly independent from the original traffic units received
from the members. Afterwards, the N — 1 combinations are
groomed and delivered back to the members using light-tree(s)
(downstream traffic), see Fig. 2.(b).

According to the hub-based approach, each member in
many-to-many session will be able to recover the original
traffic units transmitted by the other N — 1 members in the
same session by linearly combining its own traffic units with
the received combinations (i.e., solving N linearly independent
combinations). For simplicity, we assume that all members in
a many-to-many session have the same traffic demand. This
assumption is needed to facilitate network coding at the hub
node by linearly combining equal sized data units. We also
assume that the linear combinations are performed using co-
efficients taken from a field of size two (i.e., addition modulo
two or bitwise XOR). Note that traffic streams originating from
the members are first terminated at the hub node and then the
bitwise XOR operation is performed in the electronic domain.

To perform network coding at the hub node, we may
need to buffer traffic units that arrive early until all the
traffic units arrive from the members. Using Next Generation
SONET, multiservice provisioning platform (MSPP) equip-
ment allows up to 128ms differential delay between different
traffic streams. The use of network coding with the hub-based
approach reduces the downstream traffic for each session (with
N members) from N to N — 1 traffic streams. This has a
direct impact on reducing the number of required light-trees,
and hence the number of transceivers.

C. A Motivating Example

Consider the example shown in Fig. 2, where nodes A, B, C
and D are members of a many-to-many session. Each of the
members needs to transmit one unit of traffic denoted as a, b, ¢
and d, respectively, to the other three members. For the sake
of this example, we assume that the capacity of a wavelength
channel (grooming factor) is four units of traffic. In the non-
splitting network case, Figure 2.(a) illustrates the optimal
provisioning of the session, which requires four lightpaths
(eight transceivers). In the splitting network case, Figure 2.(b)



illustrates the optimal provisioning of the session by the hub-
based approach (hub = B), which requires three lightpaths
and one light-tree (ten transceivers). Note that each of the
members A,C and D will be able to recover the original
traffic units by performing bitwise XOR operations between
a + ¢,a + d and their own traffic unit. For example, node
C will perform XOR between a + ¢ and ¢ to recover a and
then perform XOR between a + d and a to recover d. Note
that the hub B did not combine its own traffic unit b with
other traffic, however it could, for example, combine b with
c and send b + ¢ instead of b. In either case, the solution
requires a total of ten transceivers, which costs two more
transceivers than the non-splitting network case. On the other
hand, if a,b,c and d are two units of traffic instead of one,
then the optimal provisioning in the non-splitting network case
is shown in Figure 2.(c), which requires eight lightpaths (16
transceivers). However, in the splitting network case, the hub-
based approach (hub = B), as shown in Figure 2.(d), requires
three lightpaths and two light-trees (14 transceivers), which
saves two transceivers compared to the non-splitting network
case.!

IV. THE NETWORK MODEL

In this section, we introduce the network model that we
consider for many-to-many traffic grooming in both non-
splitting and splitting networks (the hub-based approach).
First, we introduce the assumptions used in the paper.

o The WDM network is represented by an undirected graph
G(V,E), where V is the set of nodes and E is the
set of physical links. Each physical link corresponds
to two unidirectional fibers in opposite directions. Each
unidirectional fiber has the same number of wavelength
channels W, and each wavelength channel has the same
grooming factor g.

o There is a total of K many-to-many session requests,
where each session s, (1 < k < K) has a set of members
ms, C V with cardinality N, = |ms, |. Each member in
mg, has the same traffic demand ¢, , where 1 < ¢,, < g.

o We define H,, = [(N,, —1)ts,/g] to be a lower bound
on the number of incoming channels to a member in a
session sy in order to receive the traffic from the other
N, — 1 members in the same session.

o The traffic stream originating from a member and des-
tined to any other member in a many-to-many session
must not be bifurcated into a set of lower speed streams
each taking a different route on the virtual topology.

We view the network at three different layers:

1) The Physical Layer: This layer includes the fiber network
consisting of optical nodes and fiber links. We assume that any
two nodes in the network are connected by at most one physi-
cal link (two unidirectional fibers). In our problem, we assume
that the physical WDM network is given. Therefore, if the
distance between any two connected nodes is relatively long
and requires optical amplification and/or O/E/O regeneration,

IThere is also a saving of three wavelength links and an addition of two
optical splitters, but the effect of these components on the cost is neglected.

then we assume that optical amplifiers and O/E/O regenerators
are already deployed.

2) The Optical Layer: This layer includes the optical
channels (lightpaths and light-trees) that are established on
the fiber network. A lightpath may traverse multiple fiber
links and it may be established between any two nodes in
the network. We assume that intermediate nodes have no
wavelength conversion capability. This constrains a lightpath
to use the same wavelength on all the fiber links it traverses. A
light-tree, in our model, is always rooted at the hub of a session
and its leaves are the members (or the remaining members if
the hub is a member) of that session. Accordingly, a light-tree
is associated with a particular session, e.g, when we say “light-
tree for session s;” we mean a light-tree that is rooted at the
hub of s and its leaves are the members (or the remaining
members) of si. Consider, for example, a many-to-many
session s; with a set of members ms, = {A, B,C, D, E}, and
let us assume that hub(s1) = A. A "light-tree for s1” is a light-
tree that is rooted at A and its leaves are { B, C, D, E'}. Similar
to a lightpath, a light-tree must use the same wavelength on
all the fiber links it traverses.

3) The Session Layer: This layer includes the routing and the
grooming of the many-to-many traffic demands on the optical
channels. Lightpaths and light-trees may groom traffic from
different sessions and traffic from different members within the
same session. In non-splitting networks, the traffic originating
from a member may traverse multiple lightpaths to reach any
other member in the same session. In splitting networks, to
deliver the traffic according to the hub-based approach, we
must determine the following:

o hub selection: selecting the hub node for each session
from the set of nodes in the network.

o members-to-hub journey: determining how to route the
traffic from each of the members to the hub. The traffic
originating from a member may traverse multiple light-
paths to reach the hub.

o hub-to-members journey: determining how to route the
linear combinations of the original traffic units from
the hub node back to the members. This traffic is ei-
ther delivered through light-tree(s) for the corresponding
session or through light-tree(s) for other sessions. For
example, consider the 4-node network shown in Fig. 2
with three many-to-many session requests s;, sy and
ss each with a set of members ms, = {A,B,C,D},
ms, = {4,B,C} and m,, = {A, B, D}, respectively.
Let us assume that hub(s1) = hub(ss) = hub(sz) = B,
then one possible routing of the hub-to-members journey
of the three sessions is to establish a light-tree for so
(B — {A,C}) and a light-tree for s3 (B — {A, D}) and
to route the hub-to-members journey of s; on the two
established light-trees (assuming that each of the light-
trees has enough capacity to accommodate session $p
traffic units). This example also shows the significance
of the hub selection since the hub-to-members journey
of a session cannot be routed on a light-tree for another
session unless the two sessions share the same hub node.



To illustrate the three layers of the network model, we
consider the two examples shown in Fig. 2.(a) and Fig. 2.(b).
The physical layer in both examples is the fiber network
consisting of four nodes and three physical links (a total
of 6 fibers). The optical layer in the non-splitting example
consists of four lightpaths, A — B, B — D, D — C and
C — A, while in the splitting example, it consists of three
lightpaths (A — B, D — B and C — B) and a light-
tree (B — {A, C, D}). The session layer in the non-splitting
example consists of routing the traffic between members on
lightpaths. For example, the traffic from member A to member
C is routed on lightpaths A — B, B — D and D — C. In
the splitting example, the hub is selected as member B and
the members-to-hub journey consists of routing the traffic from
members A, C' and D to the hub B through lightpaths A — B,
C — B and D — B, respectively. After linearly combining
the traffic units received from A, C and D, the hub B delivers
the linear combinations back to the members through the light-
tree B — {A,C, D} (hub-to-members journey).

Regarding notation, we use p and ¢ to refer to any two
members in a many-to-many session, while we use h to refer
to the hub of a session. Also, we use ¢ and j to refer to the
source and destination nodes of a lightpath, while we use m
and n to refer to the end nodes of a fiber link.

V. PROBLEM FORMULATION

In this section, we formulate Mixed Integer Linear
Programs (MILPs) for the many-to-many traffic grooming
problem in both non-splitting and splitting networks (the
hub-based approach). First, we introduce the input parameters
used in the MILPs.

Input Parameters:

P, : binary number equals to 1 if there is a fiber link from
node m to node n; otherwise it is set to 0 (P,,,, = Ppm).

W : number of wavelengths per fiber, which we set large
enough to guarantee a feasible solution.

g : grooming factor.

K : number of many-to-many sessions.

mg, : set of members in session sy, where 1 < k < K.

Bj* : binary number equals to 1 if [ € m, ; otherwise it is
set to 0.

Ny, : number of members in session si; N, = |ms, |.

ts, : number of basic units of traffic demanded by each
member in session s, where 1 <t,, <g.

@ : a large integer (Q) > K - |V).

Next, we introduce the common decision variables that are
used in both MILPs.

Common Decision Variables:

TR, : number of transceivers at node n.

L% : number of lightpaths from node i to node j on
wavelength w.

L;; : number of lightpaths from node ¢ to node j on all
wavelengths; L;; = >, L.

F77Y - binary number equals to 1 if there is a lightpath from

mn
node ¢ to node j that uses fiber link mn on wavelength w;

otherwise it is set to 0.
X ff : real number equals to the amount of traffic carried on
lightpaths from node ¢ to node j due to all members in ms, .

A. MILP Formulation for non-Splitting Networks

In this subsection, we introduce an MILP formulation for
the many-to-many traffic grooming problem in non-splitting
networks. First, we introduce the decision variables that are
only used in this MILP formulation.

Decision Variables for non-Splitting Networks:
Z;#P9 . binary number equals to 1 if the traffic stream
originating from member p € m,, and destined to member
g € mg, is routed on a lightpath from node ¢ to node j;
otherwise it is set to 0 (p # ¢).

Y;;P : binary number equals to 1 if a traffic stream
originating from member p € m,, and destined to at least
one other member in m, is routed on a lightpath from node

1 to node j; otherwise it is set to 0.

Objective Function:
Minimize: ZTRn
n

Subject to:

Number of Transceivers Constraints:

The following constraint ensures that at the source and at the
destination of each lightpath there is a transceiver present.

TR; > Y (Lij+ Ly) Vi (1)

g
Lightpath Level Constraints:
The following constraint ensures that for each lightpath from
i to j there is a corresponding physical path from ¢ to j that
uses the same wavelength on all the fiber links it traverses.
LY, ifzx=j

5

ij,w ij,w _ w : — s
E Fmac - E Fa:n - _Lij7 ifz=1 (2)
m: Py g =1 n:Prp=1 0, otherwise
Vi, j,w,x €V

The following constraint ensures that for any wavelength w on
any fiber link mn no more than one lightpath can be present.

ZZF%;Z”SI Yw,m,n: Py, =1 3)

? J

Session Level Constraints:

The following is the traffic routing constraint between each
pair of members in a many-to-many session. It ensures that
the traffic originating from a member and destined to any other
member in the same session may traverse multiple lightpaths.

1, ife=gq
Z?kaﬁﬂl _ Zs;,?,p,q — -1 f _
Z 1T Z zj 5 I x p (4)
¢ J 0, otherwise

Vsk, (p,q) € ms,,z €V



Constraints (5) and (6) together set the variable Yi‘;’“’p as the
logical disjunction of all the variables Z;**? for all values of

q € mg,, qFDp.

Yij'k’p 2 Z Zisjk’pyq/Q Vsk,p € Msy, 1, ] (5)
aFp
Y5 < DT ZIEPT Vsi,p € may, i ©)
q#p

V7" will be set to 1 if at least one of the traffic streams that
originate from member p uses a lightpath from ¢ to 5. Note that
when Y7 = 1, then lightpaths from i to j carry the ¢, traffic
units that originate from member p. The following constraint
determines the amount of traffic carried on lightpaths from 7
to j due to all members in session sg.

Xk =ty > VP Vsiij 7

pEms),

The following constraint computes the total number of light-
paths needed between each pair of nodes in the network.

Ly > (> XF)/g Vij (8)

Sk

B. MILP Formulation for Splitting Networks

In this subsection, we introduce an MILP formulation
for the many-to-many traffic grooming problem in splitting
networks according to the hub-based approach. First, we
introduce the decision variables that are only used in this
MILP formulation.

Decision Variables for Splitting Networks:

I;* : binary number equals to 1 if node i is the hub node
for session sj; otherwise it is set to 0.

Effh : binary number equals to 1 if sessions s, and s; share
node h as their hub node; otherwise it is set to 0.

EZk . binary number equals to 1 if sessions s, and s; share
the same hub node; otherwise it is set to 0.

D;¥* : binary number equals to 1 if the traffic stream
originating from member p € m,, and destined to the hub of
session sy, is routed on a lightpath from ¢ to j; otherwise it
is set to 0.

R7k:Pw : binary number equals to 1 if there is a light-tree for
session s; with root (hub of sj) to leaf (member p € ms, )
path that uses fiber link mn on wavelength w; otherwise it is
set to 0.

R7k : binary number equals to 1 if at least one of the root
(hub of si) to leaf (member in mg, ) paths of a light-tree for
session sy uses fiber link mn on wavelength w; otherwise it
is set to 0.

Ugk : binary number equals to 1 if session sy is routed on a
light-tree for session s;; otherwise it is set to 0.

T3k @ real number equals to the amount of traffic carried on
light-trees for session s; due to members in session Sg.

LT : number of light-trees for session s on wavelength w.
LT, : number of light-trees for session sj, on all wavelengths
(LT, =3, LTE).

A ¢ real number equals to the product of LT, and I;*.

Objective Function:
Minimize: ZTRn
n

Subject to:

Number of Transceivers Constraints:

The following constraint ensures that at the source and at the
destination of each lightpath there is a transceiver present.
Also, it ensures that at the root and at the leaves of each
light-tree there is a transceiver present.

TR > Y (Lij+Lji)+ Y LTs, B;*

Jii Sk

+ > AP Vi

Spiigms,

&)

The first term counts all the lightpaths originating and ter-
minating at node 7. The second term counts all light-trees
for sessions where node 7 is a member, while the third term
counts all light-trees for sessions where node ¢ is a hub but
not a member. The nonlinear term AJ* can be computed
using the following set of linear constraints (together with the
minimization in the objective function).

Ak > QIS — Q+ LTy,
Ak < LT,

Vsk, (10)

an

Note that constraint (11) (the upper bound for Aj*) is not
needed due to the minimization in the objective function;
however, keeping it limits the search space for the MILP.
Lightpath Level Constraint:

This will be exactly the same as the lightpath level constraint
(2) in the non-splitting networks MILP.

Light-tree Level Constraints:

In this set of constraints, we visualize a light-tree for session
Sk as a set of paths, each originating from the root of the light-
tree (hub of s;) and terminating at one of its leaves (one of the
members of s;). We refer to these paths as root-to-leaf paths.
Note that the root of a light-tree (the hub for the corresponding
session) is a decision variable and it is not known in advance.
The following constraints ensure that for each leaf of a light-
tree there should be a root-to-leaf path originating from the
root.

Vsk,i

Vsg,p € Mg, , h # p,w :

> OREPY > LTY - (1-19)Q (12)
n:Pp,=1

> OREPY S LTY 4+ (1-19)Q (13)
n:Pp,=1

Note that when A is the hub node for session s, (I;* = 1),
Sk PwW . : :
then Zn Pro=1 R = LT;S’;k,polzherwme there will be no
constraint (—Q <> p» _; 57" < Q).
The following constraints ensure that for each leaf of a light-
tree there should be a root-to-leaf path terminating at the leaf.

S OREPY > LTS - QLY Vskp€ma,w  (14)
m:Ppp=1
S REPY S LTY + QLY Vsk,p €my,w  (15)

m:Ppp=1



Note that when member p is not the hub node for session sg
(Iy* = 0), then Yo Prp=1 Rywp = LT otherwise there
W111 be no constraint (—-Q < >, - Rf,i;z’,p’w < Q).

The following constraints ensure flow conservation at all
intermediate nodes of a root-to-leaf path. They also guarantee
that the same wavelength is used on all the fiber links traversed

by the root-to-leaf path.
Vsk,p € ms,,w, x € V(x #p):

Y. O RET<S Y RMMY (16)
m:Pp=1 n:Pyn=1
Y R ) RETY-QLF (17)

m:Pme=1 n:Prn=1

Note that when z is the not the hub node for session sg

(Ij* = 0), then flow conservation is maintained at = (i.e.,

Sk,p,w Sk ,P,W
Zm:P7nm:1 Rmz - Zn;szl Rxn :

Since a light-tree must use the same wavelength on all the
fiber links it traverses, then the same wavelength must be used
on all the root-to-leaf paths that belong to the same light-tree,
which is guaranteed by the following constraints.

vsk’a (p7 q) € Mg, ,W

>, Rz > RE™-(GFHLNQ (8
m:Ppp=1 m:Pp,q=1
Yo RS Y RETUH(LFALNQ (19
m:Ppp=1 m:Pp,q=1

Constraints (12)-(19) ensure that for each light-tree for a
session sy there is a corresponding physical tree from the root
(hub of si) to the leaves (members or remaining members
of s), that uses the same wavelength all the fiber links it
traverses.

Rk > Z REPY/Q  Vsk,w,m,n: Ppn =1 (20)
pEm,
Rk < N RSP Vsgw,mon: Pon =1 (21)

pEMS,,

R7kw is set to 1 if at least one of the R;kP** variables is
set to 1 for any leaf p; otherwise it is set to 0. The following
constraint ensures that for any wavelength w on any fiber link
mmn no more than one lightpath or light-tree can be present.

ZRsk,w+Z;F”’“’<1 Vw,m,n: Pon =1 (99

Note, however, that root-to-leaf paths that belong to the same
light-tree can use the same wavelength on the same fiber link.
Hub Node Selection Constraints:

The following constraint ensures that there is exactly one hub
node for each session s; chosen from the set of nodes in the

network.
DIk =1 Vs
hev

(23)

The following constraints set the variable E;’“h
conjunction of the variables I;* and I}".

as the logical

B3 < (LF + 1Y)/2 sk, si,h (24)

BN >R 4 IV~ 1 Vg, s1,h (25)

The following constraints set the variable EZF as the logical
disjunction of Ef,f’h variables for all values of h.

ko> ZES’“ /Q Vsk, S

Ef <) B
h

Members-to-Hub Journey Constraints:

In this set of constraints, we visualize the members-to-hub
journey of a session as a set of streams, each originating from
a member and terminating at the hub. Each of these streams,
which we refer to as member-to-hub streams, may traverse
multiple lightpaths from the member to the hub. It is to be
noted that the destination of a member-to-hub stream is a
decision variable and it is not known in advance. The following
constraint ensures that for each member-to-hub stream, there
is a lightpath originating from the member unless it is the hub.

(26)

Vsk, S1 27

ZDSkp_l—I‘” Vsk, D € Mg,
iiFEp

(28)
The following constraint ensures that for each member-to-hub

stream, there is a lightpath terminating at the hub.

Z DF? > I Vsp,p € ms,,h#p
i:1#£h

(29)
The following constraint ensures the continuity of a member-
to-hub stream on multiple lightpaths.

Vsk,p € mg,, x € V(z #p):

Z Dsk,p z DZ’;’p—FI;k

it 5237 (@.p)

(30)

The following constraint determines the amount of traffic
carried on lightpaths from ¢ to j due to all members in session
Sk

=to, Y, DI Vsp,i,j (31)

pEMs,,

Finally, the the total number of lightpaths needed between each
pair of nodes in the network is computed exactly the same way
as in constraint (8) in the non-splitting networks MILP.
Hub-to-Members Journey Constraints:

In this set of constraints, we determine which light-trees
are used in the hub-to-members journey of a session. The
following constraint ensures that the hub-to-members journey
of a session cannot be routed on a light-tree for another session
unless the two sessions share the same hub node.

Ut <EJF Vsk, s (32)
The following constraint ensures that each member in a session
is reached by at least one of the light-trees used in the hub-

to-members journey of that session.

Z UF>1 Vsg,p€ms,

sl:pEmSl

(33)

The following constraint determines the amount of traffic
carried on light-trees for session s; due to members in session
Sk

T:Lk = Usslk X (Nsk — 1) X tsk Vsk,sl (34)



TABLE 1
SAMPLE TRAFFIC USED IN THE EXAMPLE

Session Members Traffic Demand
s1 {0.8} 3
S9 {0,3,8} 16
S3 {0,4,7,8.9} 8
S4 {0,1,2} 13
S5 {1,8} 11
S6 {],4} 5

The (N;, — 1)ts, traffic units represent the total amount of
traffic after linearly combining the traffic units transmitted by
members of session s; at the hub node of session s;. The
following constraint determines the total number of light-trees
needed for session sj.

LT, > (Z T:;i)/g Vsk (35)
s

VI. ILLUSTRATIVE NUMERICAL EXAMPLE

In this section, we provide a detailed numerical example
from MILPs solutions. The example is conducted on the
Abilene network (shown in Fig. 4.(b)) with W = 6 and
g = 16. A sample traffic consisting of six many-to-many
sessions is shown in Table I. Optimal solutions for both non-
splitting and splitting network cases are obtained by solving
the corresponding MILP using the CPLEX solver [24].

Table II illustrates the many-to-many sessions provisioning
in the non-splitting network case. The second column of
the table shows all the lightpaths traversed to deliver traffic
between members in the corresponding session. For example,
the traffic from member O to member 8 in session s; traverses
lightpaths 0 — 2 and 2 — 8, while the traffic from member 1
to member 8 in session sj traverses lightpaths 1 — 4, 4 — 2
and 2 — 8. Traffic streams traversing the same lightpath are
groomed together on that lightpath. For example, the traffic
streams from members 0 and 4 in session s3 are groomed
together on lightpath 4 — 9, while the traffic streams from
members 0 and 1 in sessions s; and ss, respectively are
groomed together on lightpath 2 — 8. Totally, 26 lightpaths
were established where some node pairs had two lightpaths
between them (8 — 0 and 2 — 1), which required a total of
52 transceivers.

Table III illustrates the many-to-many sessions provisioning
in the splitting network case according to the hub-based
approach. It shows the hub selected, the members-to-hub
journey, and the hub-to-members journey for each session.
For example, in the members-to-hub journey of session ss,
the traffic from member 7 to the hub 8§ traverses lightpaths
7 — 9 and 9 — &, while the traffic from member O to the
hub 1 in the members-to-hub journey of session s, traverses
lightpath 0 — 1. The hub-to-members journey of a session
either traverses light-trees for that session or light-trees for
other sessions. For example, the hub-to-members journey of
session s3 traverses the two light-trees for ss, while the hub-
to-members journey of session ss traverses the light-tree for
session sg. Note that the light-tree for session sg (8 — {1,4})
grooms the linear combinations for both sessions s5 and sg.
Note also that the lightpath 7 — 9 grooms the traffic from

TABLE 11
MANY-TO-MANY SESSIONS PROVISIONING IN THE NON-SPLITTING
NETWORK CASE

Session | Lightpaths Traversed
S1 0—-2,2—-8,8—1,1—-0
S9 0—-8,8-3,3—40,3—-8,8—0,0—3
S3 0—-4,0—-7,4—-8,4—9,7T—0,7—4
,7—9,8—=0,9—-7,9—8
S4 0—-2,1—-0,1—-2,2—-0,2—1
S5 1—-4,2—-8,4—2,8—1
S6 1—-4,2—-1,4—2
TABLE III

MANY-TO-MANY SESSIONS PROVISIONING IN THE SPLITTING NETWORK
CASE ACCORDING TO THE HUB-BASED APPROACH

Session | Hub Node | Members-to-Hub Jour- | Hub-to-Members

ney Journey

s1 8 0— 38 8 — {0}

S9 3 0—3,8—3 3 — {0,8}

s3 8 0—-8,4—8,7— | 8—{0,4,7,9}
9,9—8

S4 1 0—1,2—1 1— {0,2}

S5 8 1—8 8 —{1,4

S6 8 1—-8,4—8 8 — {1,4

members 7 and 9 in session sz, while the lightpath 0 — 8
grooms the two traffic streams that originate from member 0 in
sessions s; and s3. Totally, ten lightpaths and seven light-trees
were established, which required a total of 45 transceivers. For
sessions sz, s3 and sy, two light-trees were established, while
a single light-tree was established for session sg. Note that the
light-tree for session s; is simply a lightpath 8 — 0.

VII. HEURISTIC SOLUTIONS

In this section, we introduce heuristic solutions for the
many-to-many traffic grooming problem in both non-splitting
and splitting networks.

A. Heuristic Solution for non-Splitting Networks

After careful examination of the MILP results for small
and medium sized instances of the problem, we have made
an observation on how many-to-many sessions tend to be
provisioned in non-splitting networks. Before we state our
observation, we make the following definition.

Definition 1. A lightpath cycle (LC) for a many-to-many
session sy, is a simple cycle of Ny, lightpaths that visits each
member in mg, exactly once.

An example of a LC for a many-to-many session s, with
a set of members m;, = {A,B,C,D} is shown in Fig.
3.(a). Note that the LC only describes a virtual topology and
therefore it always contains NNy, lightpaths regardless of the
order of the members and regardless of the underlying physical
topology. Next, we make the following observation.

Observation 1. Many-to-many sessions in non-splitting net-
works tend to be provisioned through LCs, where for each
session sg, (N, — 1)ts, traffic units are groomed between
each pair of consecutive members in the LCs.



Fig. 3. (a): LC for a session s, where ms, = {A, B,C, D} each with
one traffic unit denoted as a, b, c and d, respectively (g = 3, Hs, = 1). (b):
Provisioning of sessions s1 and s2, where ms; = {A, B, C} each with one
traffic unit denoted as a, b1, c1, and ms, = {B, C, D} each with one traffic
unit denoted as b2, ca,d (g = 4). The order of the members in the LCs for
sy and s2is A— B—C — A and B— C — D — B, respectively. (c): same
as part (b) except that the order of the members in the LCs for s; and sg is
A—B—-C—Aand B— D — C — B, respectively.

Fig. 3.(a) demonstrates how session s;, traffic is routed on
its LC. Each member transmits its traffic through the LC until
it reaches the member just before it in the cycle. Using this
routing strategy, we are always guaranteed that each member
receives the traffic from the other N, —1 members in the same
session. In this particular example, we assumed that a single
lightpath was sufficient to carry or groom the (N, — 1)ts,
traffic units between each pair of consecutive members (i.e.,
H;, =1). As a general rule, we need H,, lightpaths to groom
the (N, —1)ts, traffic units between each pair of consecutive
members, and therefore we need H, identically ordered LCs
for sy, to provision session sy, traffic.

Since a lightpath may groom traffic from different sessions
and not just traffic from different members within the same
session, LCs of different sessions may share lightpaths. This
introduces a correlation between LCs where the order of the
members becomes significant and must be taken into account.
Fig. 3.(b) clarifies this point by illustrating the provisioning
of two many-to-many sessions s; and ss each with a set
of members m,, = {A,B,C} and m,, = {B,C,D},
respectively through LCs. Note that the LC for session s;
(A—B—C— A) and the LC for session sy (B—C — D — B)
share the lightpath B — C. Precisely, the lightpath B — C'
grooms the two traffic units b1, a belonging to session s; and
the two traffic units by, d belonging to session so. Note that the
order of the members in the LCs is significant. For example,
if order of the members in the LC for sy is B— D —-C — B
instead of B — C — D — B, then the two LCs for s; and so
will not share a lightpath and we would require six lightpaths
instead of five (see Fig. 3.(c)).

The above observation is the basis for designing our
heuristic for the many-to-many traffic grooming problem in
non-splitting networks. In the heuristic, we assume that every
many-to-many session sy is provisioned through H;, iden-
tically ordered LCs for si. Although this assumption may
not result in an optimal solution, assuming it always holds,
as we shall see, will lead to near optimal solutions. Based

TABLE IV
MANY-TO-MANY SESSIONS PROVISIONING IN THE NON-SPLITTING
NETWORK CASE USING THE HEURISTIC MILP

Session | Lightpaths Traversed
S1 0—8,8—0
52 0—-3,3—8,8—0

S3 0—-9,9—-8,8—4,4—-7,7—0
S4 0—1,1—2,2—0

S5 1—-8,8—1

S6 1—4,4—1

on this assumption, we just need to determine the order of
the members in the sessions’ LCs and then route the traffic
on the LCs as described before (see Fig. 3.(a)). Note that,
between each pair of nodes ¢ and j, the heuristic grooms
the >, (Ns, — 1)ts, traffic units for all sessions s where
1,] € mg, and member j follows member ¢ immediately in
the session’s LCs.

Applying the above observation to the MILP means a
significant simplification, since we do not need to consider
the sessions’ traffic routing once we determine the order of
the members in the sessions’ LCs. Therefore, we no longer
require the ij’“’p ' and Yi‘;’-’“’p variables, however, we require
the following two new variables.

Cpk @ binary number equals to 1 if member p € mg, is
followed immediately by member ¢ € mg, in the LCs for
session sj; otherwise it is set to 0.

uyk : an arbitrary real number.

The lightpath level constraints remain unchanged, while the
session level constraints are replaced by the following set of
constraints.

Session Level Constraints:

Dok =3 "Cih =1 Vsi, pemy, (36)
qF#p qF#p
Vsk, p € (msk - msk[o])a qc msk(q ?ép) :
up® —ug" + Noy Gply < Noy, — 1 37
(38)

Lij > (Ns, — Dts,C% /g Vi, j
Sk

Constraint (36) determines the order of the members in each
session’s LCs, while constraint (37) ensures that a LC for
session s, must include all members in m, (ms, [0] represents
the first member in m, ). In other words, constraint (37) elimi-
nates all sub-LCs (LCs that visit only a subset of the members).
Constraint (38) computes the total number of lightpaths needed
between each pair of nodes in the network. It calculates the
total traffic from node 7 to node j as the aggregate traffic
from all sessions who have member ¢ followed immediately
by member j in their LCs.

Although this heuristic approach remains an MILP, it will
be shown that it is a practical one that leads to near optimal
solutions of large networks in a reasonable time. Solving the
example in Section VI using this heuristic MILP, we obtain
the many-to-many sessions provisioning shown in Table IV.
Totally, 28 lightpaths were established where some node pairs
had two lightpaths between them (0 — 1, 2 -0, 0 —» 3, 7 —
0,0—-9 1—-2 3-8 4—7 8—4, 9— 8) and some
node pairs had three lightpaths between them (8 — 0), which



required a total of 56 transceivers compared to 52 transceivers
in the optimal solution in Section VI. Note that sessions si,
s5 and sg are provisioned by a single LC, while sessions sg,
s3 and sy are provisioned by two LCs.

The solution from the heuristic MILP was obtained in
2.5 seconds, while the optimal solution in Section VI was
obtained in almost one hour and six minutes. This is a
significant reduction in the running time, while still obtaining
near optimal solutions (7.7% more than the optimal solution).

B. Heuristic Solution for Splitting Networks

After careful examination of the MILP results for small and
medium sized instances of the problem, we have made obser-
vations on how many-to-many sessions tend to be provisioned
in splitting networks according to the hub-based approach.

Observation 2. The hub for a many-to-many session is usually
selected from its set of members.

Observation 3. A member-to-hub stream in the members-to-
hub journey of a many-to-many session usually traverses a
single direct lightpath from the member to the hub.

Observation 4. Light-trees usually do not groom traffic from
different sessions; they only groom the linear combinations for
the corresponding session.

The heuristic we propose is based on the assumption that
these observations always hold. Although this assumption may
not result in an optimal solution, assuming it always holds, as
we shall see, will lead to near optimal solutions. Applying
the above observations to the MILP means a significant
simplification.

Number of Transceivers Constraints:

Since the hub for a many-to-many session s; can only be
selected from its set of members mg, , a light-tree for sy, places
one transceiver at each member in m,, and does not place a
transceiver at any other node. Therefore, we no longer require
the non-linear variable A;* and the number of transceivers
constraints are replaced by the following constraint.

TR; > Y (Lij+Ly)+ Y LTy, B* Vi
Jrii Sk

(39)

The lightpath/light-tree level constraints remain unchanged.
Hub Node Selection Constraints:

Since the hub for a many-to-many session s, can only be
selected from its set of members ms,, we no longer require
the variable I Z’“ to be defined for all h € V, rather it is defined
only for h € mg, . Also, since light-trees do not groom traffic
form different sessions, we no longer require the ES’*‘*h nd
EZk variables. Accordingly, the hub selection constramts are
replaced by the following constraint, which ensures that there
is exactly one hub node for each session chosen from its set

of members.
Yo LF=1 Vs

hEm.s,C

(40)

Members-to-Hub Journey Constraints:
Assuming that a member-to-hub stream traverses a single
direct lightpath from the member to the hub, we no longer

TABLE V
MANY-TO-MANY SESSIONS PROVISIONING IN THE SPLITTING NETWORK
CASE USING THE HEURISTIC MILP

Session | Hub node | members-to-hub jour- | hub-to-members

ney journey

S1 8 0— 8 8 — {0}

S2 3 0—3,8—3 3 — {0,8}

s3 8 0—-8,4—8,7— | 8—{0,4,7,9}
8,9—38

Sy4 0 1—-0,2—0 0— {1,2}

S5 1 8—1 1 — {8}

S6 1 4 —1 1— {4}

require the Df;""p variables. Accordingly, the members-to-hub
journey constraints are replaced by the following constraint.
Ztsk I3*B*)/g Vi, j (i #j) 41)
The above constraint ensures that if node ¢ € m,, and node
7 is the hub for si, then lightpaths from ¢ to j carry the ¢,
traffic units that originate from member ¢
Hub-to-Members Journey Constraints:
Since light-trees do not groom traffic from different sessions
and they only groom the linear combinations for the corre-
sponding session, we no longer require the Uk and TF vari-
ables. Accordingly, the hub-to-members journey constraints
are replaced by the following constraint.

LT,, = H,, Vsy (42)

Although this heuristic approach remains an MILP, it will be
shown that it is a practical one that leads to near optimal
solutions of large networks in a reasonable time. Solving
the example in Section VI using this heuristic MILP, we
obtain the many-to-many sessions provisioning shown in Table
V. It shows the hub selected, the members-to-hub journey,
and the hub-to-members journey for each session. Totally, 13
lightpaths and 6 light-trees were established, which required
a total of 48 transceivers compared to 45 transceivers in the
optimal solution in Section VI. For sessions s3, s3 and sy, two
light-trees were established, while the light-trees for sessions
s1, S5 and sg were simply the lightpaths 8 — 0, 1 — 8 and
1 — 4, respectively.

The solution from the heuristic MILP was obtained in
13 seconds, while the optimal solution in Section VI was
obtained in almost two hours and one minute. This is a
significant reduction in the running time, while still obtaining
near optimal solutions (6.7% more than the optimal solution).

The advantage of using network coding in this heuristic is
the reduction of downstream traffic for each session s; from
N, ts, to (Ns, — 1)ts, traffic units. The total number of
transceivers saved due to the use of network coding (Rsqpeq) 18
equal to the total number of light-trees saved for each session
Sk ([Ng,ts,/g] — [(Ns, — 1)ts,/g]) times the total number
of transceivers per light-tree for that session (/Vg, ), which is
indicated by the following equation:

TRsaved = Z NSk(’—N ktsk/g—l - (43)

Sk

[(Ns, = Dtsi /g1)



Note that the value of Rguyeq in the optimal approach can
only be determined by solving the optimal MILP with network
coding (downstream traffic for each session sy, is (N5, —1)ts,)
and without network coding (downstream traffic for each
session sy is N, ts, ) and then taking the difference.

C. Complexity Analysis

The complexity of the optimal MILP for non-splitting
networks in terms of the number of integer variables is
O(K|V|* + W|E||V|?), and in terms of the number of
constraints is O((K+W)|V|?). The complexity of the optimal
MILP for splitting networks in terms of the number of integer
variables is O(K|V|? + KW |E||V| + K|V| + W|E||V|?),
and in terms of the number of constraints is O(W|V|> +
KWI|V|? + K?|V)).

The complexity of the heuristic MILP for non-splitting
networks in terms of the number of integer variables is
O(K|V|?> + W|E||V|?), and in terms of the number of
constraints is O(W|V|3 + K|V|?). The complexity of the
heuristic MILP for splitting networks in terms of the number
of integer variables is O(KW|E||V| + W|E||V|?), and in
terms of the number of constraints is O(W|V|? + KW|V|?).

VIII. NUMERICAL RESULTS
A. Heuristics Performance

To verify the performance of our proposed heuristics, we
conduct a number of experiments on small, medium and
large sized networks. Five experiments are conducted on a
small sized network (the 6-node network shown in Fig. 4.(a)).
The number of sessions in each experiment is randomly
selected between [2,4]. The number of members in a ses-
sion is randomly selected between [2,5], while members are
randomly selected between [0,5]. Another five experiments
are conducted on a medium sized network (the Abilene
network shown in Fig. 4.(b)). The number of sessions in each
experiment is randomly selected between [4,6]. The number
of members in a session is randomly selected between [2,5],
while members are randomly selected between [0,9]. Another
five experiments are conducted on a large sized network (the
NSF network shown in Fig. 4.(c)). The number of sessions
in each experiment is randomly selected between [6,8]. The
number of members in a session is randomly selected between
[2,5], while members are randomly selected between [0,13].
Finally, traffic demand of members in a session, in all the 15
experiments, is randomly selected between [1,16] (g = 16).

For both non-splitting and splitting network cases, we solve
each of the 15 experiments using the optimal MILP and the
heuristic MILP. Tables VI and VII present the results by
showing the average running time and the average number
of transceivers for the five experiments on each of the three
topologies in non-splitting and splitting network cases, respec-
tively.

We can see from tables VI and VII that solutions from
the heuristics on the 6-node network are significantly close
to their corresponding optimal solutions. For example, in the
non-splitting network case, they are, on average, 6.2% of their
corresponding optimal solutions, while in the splitting network

(a) 6-node Network

Fig. 4.

(b) Abilene Network

networks used in the results

TABLE VI
AVERAGE RUNNING TIME AND AVERAGE NUMBER OF TRANSCEIVERS FOR
THE 5 EXPERIMENTS CONDUCTED ON EACH OF THE 6-NODE, ABILENE
AND NSF NETWORKS IN THE NON-SPLITTING NETWORK CASE

(c) NSF Network

Network MILP Avg. Run Time | Avg. # of TRs
6-node Optimal MILP 15 hours 46.2
) Heuristic MILP 6 seconds 49.1
Abil Optimal MILP 108 Hours 62.4
MeNC | Heuristic MILP 3 Minutes 66

NSF Optimal MILP >150 hours No Solution
Heuristic MILP 1 Hour 88.8
TABLE VII

AVERAGE RUNNING TIME AND AVERAGE NUMBER OF TRANSCEIVERS FOR
THE 5 EXPERIMENTS CONDUCTED ON EACH OF THE 6-NODE, ABILENE
AND NSF NETWORKS IN THE SPLITTING NETWORK CASE (HUB-BASED

APPROACH)

Network MILP Avg. Run Time | Avg. # of TRs

6-node Optimal MILP 6 hours 41
Heuristic MILP 33 seconds 43.2

Abilene Optimal MILP 57 Hours 54.4
Heuristic MILP 4 Minutes 57

NSF Optimal MILP >150 hours No Solution

Heuristic MILP 2 Hours 78.6

case they are, on average, 5.5% of their corresponding optimal
solutions.

In some experiments on the Abilene network, we could
not obtain the optimal solution after 150 hours of running
time at which we have terminated the CPLEX program and
recorded the best feasible solution. The largest gap we have
encountered between the best feasible solution and the best
lower bound found by CPLEX was only 3%. This means
that the best feasible solutions obtained were very close
to their corresponding optimal solutions. We can see from
tables VI and VII that solutions from the heuristics on the
Abilene network are significantly close to their corresponding
optimal (or best feasible) solutions. For example, in the non-
splitting network case, they are, on average, 5.8% of their
corresponding optimal (or best feasible) solutions, while in
the splitting network case they are, on average, 4.7% of their
corresponding optimal (or best feasible) solutions.

In the NSF experiments, the CPLEX program did not return
a feasible solution for any of the five experiments (using the
optimal MILP) after 150 hours of running time at which we
have terminated the program. On the other hand, the heuristic
MILPs for both non-splitting and splitting network cases were
able to return solutions in a reasonable time.

B. Comparisons

In this subsection, non-splitting and splitting networks will
be compared in terms of the number of transceiver needed



(T'R). We will show when each of these two networks is a
more cost-effective choice (requires fewer transceivers) for
many-to-many traffic grooming. Since the grooming capa-
bilities of the two networks are varied, their performance
will be dependent on traffic granularities of sessions in the
network. Therefore, we should compare them for different
traffic granularities.

1) Uniform Traffic: We assume a static uniform traffic with
all sessions in an experiment having the same traffic demand
t(e,ts, =ts, =...=1t5, =1t), where 1 <t < g.

Fifteen randomly generated experiments are conducted on
the Abilene network. The number of sessions in each exper-
iment is randomly selected between [2,6]. The size of each
session is randomly selected between [2,5], while a member
in a session is randomly selected between [0,9]. Based on the
uniform traffic assumption, each of the fifteen experiments is
conducted for each value of ¢t = 1,2..,g (g = 16) on both
non-splitting and splitting networks using the corresponding
heuristic MILP. We define TR to be the average value of all
T R values obtained from the fifteen experiments at a particular
value of ¢ on a certain network. The resulting values of TR
are shown in Fig. 5.

From Fig. 5, we draw the following conclusions:

« non-splitting networks are more cost-effective when traf-
fic granularities of sessions are relatively low (¢ < g/4).
The intuition behind this is that lightpaths are more
efficient than light-trees in grooming and packing low
granularity traffic. This is a result of the point-to-point
nature of a lightpath where it is possible to route many
sessions or members with sub-wavelength granularities
through it. Note that, contrary to a lightpath, it is not easy
to route many sessions with sub-wavelength granularities
through a point-to-multipoint channel (i.e., a light-tree).

« splitting networks are more cost-effective for almost three

quarters of the traffic granularities spectrum (¢ > g/4).
The intuition behind this is that when traffic granularities
of sessions are relatively high, inter-session grooming is
rarely performed and in that case light-trees are more
cost-effective than lightpaths. For example, a light-tree
from a source to a set of destinations requires fewer
transceivers than a set of lightpaths each from the source
to one of the destinations. Also, the use of network coding
in splitting networks has a direct impact on reducing the
number of needed light-trees, and hence the number of
transceivers.

2) Non-Uniform Traffic: Although the above conclusions
are drawn from the uniform traffic assumption, we will now
show that they remain valid even when traffic demands of user
sessions are non-uniform. In this case, however, we define ¢
to be the average amount of traffic demanded by a member in
an experiment, which is expressed by the following equation:

=) Ngto /Y Ny
Sk Sk

We claim that the above conclusions remain valid for different
values of . To verify this, we randomly generate six exper-
iments on the Abilene network with the same parameters as
the fifteen experiments generated earlier, however, the traffic

95

~+—NON-SPLITTING NETWORKS
85

—#-SPLITTING NETWORKS
7

25
1 2 3 a H 6 7 8 9 0 11 12 13 14 15 16

Fig. 5. Values of TR for t = 1,2..., g on the Abilene network (g = 16)
TABLE VIII
NUMBER OF TRANSCEIVERS (TR) COMPARISON ON THE ABILENE
NETWORK WITH NON-UNIFORM TRAFFIC

Exp # 1 2 3 4 5 6
t 2.1 | 36 | 7.7 | 95 | 11.1 | 13.8
non-splitting networks | 28 38 48 56 58 70
splitting networks 35 40 | 45 50 50 55

demand of members in a session is now randomly selected
between [1,16] (non-uniform traffic). Each of the experiments
is conducted in both non-splitting and splitting networks using
the corresponding heuristic MILP. The resulting values of TR
are shown in Table VIII.

We can see from the table that non-splitting networks are
more cost-effective when ¢t < ¢/4 (Exps. 1 and 2) , while
splitting networks are more cost-effective when ¢ > g/4 (Exps.
3,4, 5 and 6).

C. Advantage of Network Coding in Splitting Networks

To illustrate the advantage of network coding in reducing
the number of transceivers in splitting networks, we compute
the values of T'R,,,eq for each of the fifteen uniform traffic
experiments at each value of ¢ = 1,2, 3..., 16 using Eq. (43).
We define T'Rsqvpeq to be the average value of all T'Rsgyeq
values obtained from the fifteen experiments at a particular
value of t. Table IX shows the corresponding values of
T Rsqveq and the corresponding percentage savings due to the
use of network coding (T Rsqpea/T R).

IX. CONCLUSIONS

In this paper, we have studied the many-to-many traffic
grooming problem in both non-splitting and splitting WDM
networks. In non-splitting networks, we have introduced an
MILP formulation and then a heuristic solution based on
observations from optimal solutions. In splitting networks, we
have introduced a novel hub-based approach that combines
optical splitting and network coding to provision many-to-
many sessions. We have also introduced an MILP formulation
and a heuristic solution for the hub-based approach. Through
extensive experiments, we have verified the accuracy and the
performance of the proposed heuristics and concluded that
each of the two networks is a cost-effective choice for a
certain range of traffic granularities. For example, we have
shown that non-splitting networks are cost-effective for low



_ TABLE IX
VALUES OF T Rgqyped AND (T'Rggqpeq/TR) FORt =1,2...,g (9 = 16) ON THE ABILENE NETWORK

¢ I 2 3 7 5 6 7 3 9 10 11 2 3 14 5 16
TRonved 0 0 0 27 1.6 52 79 | 79 | 37 6.4 10 10 11.6 11.6 116 116
TRonvea/TR || 0% | 0% | 0% | 7.6% | 38% | 112% | 17% | 17% | 6% | 103% | 15% | 15% | 158% | 158% | 158% | 158%

traffic granularities (t < g/4), while splitting networks are
cost-effective for high traffic granularities (¢ > ¢/4). Finally,
we have illustrated the advantage of network coding in reduc-
ing the number of transceivers in splitting networks through
extensive experiments.
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