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Abstract—Cognitive radio networks with energy harvesting result in efficient use of both energy and spectrum. By using cooperative relaying, another feature can be achieved, which is the high diversity gain. In this paper, an energy harvesting underlay cognitive radio relaying network is investigated. In this underlay cognitive radio scheme, secondary users are allowed to access the spectrum, respecting a certain primary interference threshold. The secondary nodes employ decode-and-forward relaying in order to maximize the total received data by optimizing their transmit powers. In this context, both the secondary source and relay harvest energy from renewable sources and store it in finite batteries. They are also capable of buffering data in infinite capacity buffers. We derive closed-form expressions for transmit power of secondary source and relay that maximize the secondary network throughput. Projected subgradient method is used to find the power allocated to the secondary network. Numerical simulations are conducted to study the performance of the proposed system. Comparisons are made between the proposed system and other conventional scenarios, and it is observed that when the required signal-to-interference-plus-noise ratio (SINR) at the primary receiver is high, the proposed harvesting-based scheme and conventional-based scheme perform similarly.

Index Terms—Energy harvesting, underlay cognitive radio, cooperative relay.

I. INTRODUCTION

Recently, energy harvesting has been considered as one of the promising solutions for sustainable wireless communications. Energy harvesting technology converts the ambient energy into usable electric energy [1]. Current energy harvesting techniques are able to provide limited levels of energy, e.g., an outdoor solar panel can get the benefit of 10 mW/cm² solar energy flux with harvesting efficiency taking values between 5% and 30%, depending on the used material [2]. At the same time, cooperative communication is one of the advanced technologies in wireless communications [3], [4], where the wireless nodes assist each other in delivering their data in order to achieve more reliable communication [5]. Combining energy harvesting with cooperative relaying can further achieve energy efficient reliable communication, in [6] the authors examined energy harvesting with cooperative communication system and energy transfer property. They assume that both source and relay can harvest energy from ambient environment. In addition, the relay can harvest energy radio frequency signals from the source. The framework objective is to maximize the end-to-end throughput by optimizing transmission powers and energy transfer. Moreover, cooperative communication can be used in cognitive radio networks in order to enhance the system performance, where the performance of the cognitive radio combined with cooperative relay outperforms the performance of the direct link communication (i.e., without relays) specially if the distance between the communication terminals is relatively large. Another important advantage of using relay system is that with such system, a diversity gain can be achieved [5].

Combining energy harvesting with cognitive radio aims to allocate the spectrum efficiently in a green manner [7]–[10]. In a cognitive radio underlay setup, both primary and secondary users access the spectrum simultaneously. In order to protect the primary Quality-of-Service (QoS), the interference from all secondary nodes should be kept under a certain tolerance limit [11]. For instance, the authors in [12] study the energy harvesting underlay cognitive radio network with cooperation between the secondary and the primary users, where the secondary user, who shares the spectrum owned by the primary, is equipped with energy harvesting capability and has finite capacity battery for energy storing. In return, the secondary user transfers portion of its energy to the primary user.

Integrating energy harvesting, cooperative communications, and cognitive radio was shown significant improvements [13], [14]. For instance, the authors in [13] studied a cooperative energy harvesting with cognitive overlay system, in which the secondary user utilizes portion of the primary time for its transmission data, in return, acting as a relay for the primary user, the secondary user can help in primary transmission. In their proposed model, two radio frequency energy harvesting techniques were used in the relay side. In [14], the authors investigated the problem of observing the secondary users sequentially to be used as cooperative relay to the primary transmitter. They derived an optimal stopping rule that selects a relay from a set of candidates to help in relay transmission, which maximizes the observation efficiency. However, to the best of the authors’ knowledge, the underlay cognitive radio energy harvesting system assisted by buffered cooperative relaying nodes has not been considered in the literature.

In this work, underlay cognitive radio energy harvesting system assisted by a decode and forward relay is considered, where the secondary users can access the primary user frequency band by exploiting the allowance of its signal-to-interference-plus-noise ratio (SINR) constraints. Moreover, both the secondary source and relay are considered as buffer-aided nodes that can buffer infinite data and store finite energy. The main goal of this work is to derive the optimal power
policy that maximizes the number of bits received by the secondary destination. Finally, the performance of the proposed scheme is analyzed to verify our findings, and compared with other schemes to check its validity and efficiency.

The remainder of the paper is organized as follows. Section II describes the proposed energy harvesting cognitive radio system. The problem formulation is given in Section III. Then, the proposed solution is discussed in Section IV. Numerical simulation results are presented in Section V. Finally, the paper is concluded in Section VI.

II. SYSTEM MODEL

We consider a cooperative cognitive radio network with energy harvesting consisting of primary and secondary networks, as illustrated in Fig. 1. The primary network consists of primary source and destination nodes, denoted by PS and PD, respectively. The secondary network is a two-hop relay network consisting of a source, a relay, and a destination node denoted by SS, SR and SD, respectively. SS and SD are far away from each other, i.e., they are not in the coverage communication range of each other.

Each of the SS and SR is equipped with infinite data queue to buffer received data and finite battery to store harvested energy. It is assumed that there are always data packets in the data queue of the SS to be delivered to the PD, which causes depletion of the energy of the SS. Data packets are sent from SS to SR and then are transmitted from the SR to the SD, which causes depletion of the SR’s energy. The SR is a full-duplex node, which can transmit and receive data at the same time. In this model, energy consumption is considered only due to data transmission, and it does not take into account any other energy consumption, such as processing, circuitry, etc.

We consider a time slotted system with $M$ equal length time slots. In the secondary network, a decode and forward relaying protocol is used, where the SR can decode the SS signal before broadcasting it to the SD. It is assumed that updating the data queue and energy storage of the SR is delayed by one time slot with respect to the SS. Because of this delay, the efficiency of data transfer from the SS to SD is affected slightly. We assume that $M$ is large so that the slight loss of inefficiency can be neglected.

Let the maximum capacity of the batteries is $B_{\text{max}}$. $B_{s,i}$ and $B_{r,i}$ represent the battery levels of both SS and SR, respectively, at time slot $i$. Each time slot is divided into two equal sub-slots for both transmitting and harvesting. Fig. 2 illustrates the slotted system model for both SS and SR. This model is designed such that the energy harvesting nodes first transmit their signals and then harvest energy, where the transmit power in the current slot depends only on the previous battery level. The batteries are assumed to be ideal, which means that there is no loss during storing or retrieving energy.

![Fig. 2. Slotted system model.](image)

The channels are Rayleigh fading channels. It is also assumed that we have full channel state information (CSI), and the channels are stationary within every time slot, i.e., $h_{(a,b),i}$ is constant during the $i$th time slot, where the channel between the nodes $a$ and $b$ at time slot $i$ is given by

$$h_{(a,b),i} = \sqrt{d_{(a,b)}^2} h_{(a,b),i}$$

where $d_{(a,b)}$ is the distance between the two nodes, $\alpha_p$ is a path loss constant, and $h_{(a,b),i}$ is the fading coefficient between $a$ and $b$. Let us similarly define $h_{(ss,ps),i}$, $h_{(ss,sd),i}$, $h_{(ss,ps),i}$, $h_{(ps,ps),i}$, $h_{(ps,sd),i}$ and $h_{(ps,ss),i}$ as the channel coefficients during the $i$th time slot between SS and SR, SR and SD, SS and PD, SR and PD, PS and PD, PS and SD, and PS and SR, respectively. The harvested energy at SS and SR during the $i$th time slot are denoted by $E_{s,i}$ and $E_{r,i}$, respectively. Two transmission cases are studied, case 1) SS keeps transmitting its data for all of the $M$ slots, case 2) SS completes its transmission within $T$ slots where $T < M$, after that, it keeps harvesting for $M - T$ slots without sending data to the SR. This gives the SR extra time $M - T$ to try sending all the data in its buffer. The latter case allows SR to receive data from the SS but not transmit them to the SD due to channel conditions, primary interference, or lack of harvested energy at the SR.

III. PROBLEM FORMULATION

It is assumed that the PS transmits to the PD during all time slots. So, the received signal and the SINR at the PD side during the $i$th slot are, respectively, given as

$$y_i = \sqrt{P_i} h_{(ps,ps),i} x_{i} + n_{ps,i}, \quad i = 1, \ldots, M$$

$$\Gamma_{i} = \frac{P_i |h_{(ps,ps),i}|^2}{\sigma_n^2 + P_{s,i} |h_{(ss,ps),i}|^2 + P_{r,i} |h_{(ps,ps),i}|^2}, \quad i = 1, \ldots, M$$

where $P_i$ and $x_i$ are the peak transmit power, and the transmitted signal by PS, respectively. $n_{ps,i}$ is additive Gaussian noise with zero-mean and noise variance $\sigma_n^2$. The received signals at the SR and the SD during $i$th slot are, respectively, given as

$$y_{r,i} = \sqrt{P_{s,i}} h_{(ss,ss),i} x_{s,i} + n_{ss,i}, \quad i = 1, \ldots, T$$

$$y_{d,i} = \sqrt{P_{r,i}} h_{(ss,sd),i} x_{r,i} + n_{sd,i}, \quad i = 1, \ldots, M$$
where \( P_{s,i} \) and \( P_{r,i} \) are the peak power transmitted by SS and SR, respectively. \( x_{s,i} \) and \( x_{r,i} \) are the transmitted signals by SS and SR during the \( i \)th time slot, respectively. We assume that \( n_{r,i} \) and \( n_{sd,i} \) are Gaussian, independent, zero mean, and they both also have variance \( \sigma_n^2 \). The SINR at the SR and SD are given, respectively, by

\[
\Gamma_{r,i} = \frac{P_{s,i}|h_{(ss,sd),i}|^2}{\sigma_n^2 + P_{r,i}|h_{(ps,ss),i}|^2}, \quad i = 1, \ldots, T
\]

\[
\Gamma_{d,i} = \frac{P_{r,i}|h_{(sr,dd),i}|^2}{\sigma_n^2 + P_{r,i}|h_{(ps,ss),i}|^2}, \quad i = 1, \ldots, M
\]

where the SR can remove the self interference by eliminating its own signal.

The objective is to optimize transmit powers for both SS and SR in order to maximize the sum rate between the SR and SD during \( M \) time slots, while satisfying the required QoS of the primary users, in addition to the data and energy causality constraints. The sum rate from SR to SD is given by

\[
\max_{\{P_{s,i}, P_{r,i}, B_{s,i}, B_{r,i}\}} \sum_{i = 1}^{M} \log(1 + \Gamma_{d,i})
\]

Thus, the energy causality constraints at SS and SR (i.e., the SS and SR cannot use more energy than their battery levels in the previous time slot), respectively, are given by

\[
P_{s,i} T_c \leq B_{s,i-1}, \quad i = 1, \ldots, M
\]

\[
P_{r,i} T_c \leq B_{r,i-1}, \quad i = 1, \ldots, M
\]

where \( T_c \) is the transmission duration. Since SS will keep silent (i.e., \( P_{s,i} = 0 \)) after time slot \( T \), the constraint in (9) can be written for all time slots.

Battery overflow constraints for both SS and SR (i.e., the update rules for the available energy in their batteries at the end of the current time slot, which are functions of the previous battery levels, in addition to transmit and harvested energy in the current time slot), respectively, are given by

\[
B_{s,i} = \min\{B_{s,i-1} + E_{s,i} - P_{s,i} T_c, B_{max}\}, \quad i = 1, \ldots, M
\]

\[
B_{r,i} = \min\{B_{r,i-1} + E_{r,i} - P_{r,i} T_c, B_{max}\}, \quad i = 1, \ldots, M
\]

Constraints (11) and (12) can be rewritten as follow

\[
B_{s,i} \leq B_{s,i-1} + E_{s,i} - P_{s,i} T_c, \quad i = 1, \ldots, M
\]

\[
B_{r,i} \leq B_{r,i-1} + E_{r,i} - P_{r,i} T_c, \quad i = 1, \ldots, M
\]

Without loss of generality, and for simplicity, it is assumed that \( T_c \) is normalized, hence, it is omitted from the following equations.

The following constraint is to ensure the data causality (i.e., the SR will not transmit the data to the SD before receiving it)

\[
\sum_{k=1}^{i} \log(1 + \Gamma_{d,k}) \leq \sum_{k=1}^{i} \log(1 + \Gamma_{r,k}), \quad i = 1, \ldots, T
\]

The data queue of the SR increases by \( \log(1 + \Gamma_{r,k}) \) bit/Hz in the following time slot, when the SS transmits with \( P_{s,i} \) to the SR during the \( i \)th slot. The same observation can be made at SD when the SR transmits with \( P_{r,i} \). To grantee a QoS to the primary network, the following constraint should be satisfied

\[
\Gamma_i \geq \gamma, \quad i = 1, \ldots, M
\]

where \( \gamma \) is the predefined SINR QoS threshold at the PD. With simple manipulations, constraint (18) can be rewritten as

\[
P_{s,i}|h_{(ss,pd),i}|^2 + P_{r,i}|h_{(ps,pd),i}|^2 \leq I_{th,i}, \quad i = 1, \ldots, M
\]

where \( I_{th,i} \) is given by

\[
I_{th,i} = \frac{P_{r,i}|h_{(ps,pd),i}|^2}{\gamma} - \sigma_n^2, \quad i = 1, \ldots, M
\]

Finally, the following constraint requires that the received data at SD during \( M - T \) slots (during the time where the SS is not transmitting) is limited by the data in the SR buffer

\[
\sum_{i = 1}^{T} \log(1 + \Gamma_{d,i}) \leq \sum_{i = 1}^{M} \log(1 + \Gamma_{r,i})
\]

The end-to-end rate optimization problem that maximizes the sum rate between SR and SD can now be formulated as

\[
\max_{\{P_{s,i}, P_{r,i}, B_{s,i}, B_{r,i}\}} \sum_{i = 1}^{M} \log(1 + \Gamma_{d,i})
\]

subject to (9)–(10), (13)–(17), (19), (21)–(25)

IV. PROPOSED SOLUTION

The formulated optimization problem given in (26) is a non convex problem because of constraints (17) and (26). In the sequel, we will transform it to an equivalent convex form. Change of variables can be used as follows [6]. Let \( C_{r,i} = \log(1 + \Gamma_{r,i}), C_{d,i} = \log(1 + \Gamma_{d,i}) \).

For simplicity, let us define the following

\[
\alpha_i = \frac{\sigma_n^2 + P_{r,i}|h_{(ps,ss),i}|^2}{|h_{(ss,sd),i}|^2}, \quad i = 1, \ldots, T
\]

\[
\beta_i = \frac{\sigma_n^2 + P_{r,i}|h_{(ps,ss),i}|^2}{|h_{(sr,dd),i}|^2}, \quad i = 1, \ldots, M
\]

From (6), (7), (27), and (28), \( P_{s,i} \) and \( P_{r,i} \) can be written, respectively, as follows

\[
P_{s,i} = \alpha_i \Gamma_{r,i}
\]

\[
P_{r,i} = \beta_i \Gamma_{d,i}
\]
Therefore, the formulated optimization problem after transformation can be written as

$$\max_{\{C_{d,i},C_{r,i},B_{s,i},B_{r,i}\}} \sum_{i=1}^{M} C_{d,i}$$

$$\sum_{k=1}^{i} C_{d,k} \leq \sum_{k=1}^{i} C_{r,k}, \quad i = 1, \ldots, T$$

$$\alpha_i(2^{C_{r,i}} - 1) \leq B_{s,i}, \quad i = 1, \ldots, M$$

$$\beta_i(2^{C_{d,i}} - 1) \leq B_{r,i}, \quad i = 1, \ldots, M$$

$$B_{s,i} \leq B_{s,i-1} + E_{s,i} - \alpha_i(2^{C_{r,i}} - 1), \quad i = 1, \ldots, M$$

$$B_{s,i} \leq B_{\text{max}}, \quad i = 1, \ldots, M$$

$$B_{r,i} \leq B_{r,i-1} + E_{r,i} - \beta_i(2^{C_{d,i}} - 1), \quad i = 1, \ldots, M$$

$$B_{r,i} \leq B_{\text{max}}, \quad i = 1, \ldots, M$$

$$\sum_{i=1}^{M} C_{d,i} \leq \sum_{i=1}^{T} C_{r,i}$$

$$\alpha_i(2^{C_{r,i}} - 1)|h_{(ss,pd),i}|^2 + \beta_i(2^{C_{d,i}} - 1)|h_{(sp,pd),i}|^2 \leq I_{th,i}, \quad i = 1, \ldots, M$$

$$2^{C_{r,i}} - 1 \geq 0, \quad i = 1, \ldots, T$$

$$2^{C_{r,i}} - 1 = 0, \quad i = T + 1, \ldots, M$$

$$2^{C_{d,i}} - 1 \geq 0, \quad i = 1, \ldots, M$$

$$B_{s,i}, B_{r,i} \geq 0, \quad i = 1, \ldots, M$$

Now to transform the problem to a convex one, the last three constraints can be rewritten, respectively, as

$$-C_{r,i} \leq 0, \quad i = 1, \ldots, T$$

$$C_{r,i} = 0, \quad i = T + 1, \ldots, M$$

$$-C_{d,i} \leq 0, \quad i = 1, \ldots, M$$

Hence, the optimization problem becomes a convex problem, where the objective function is concave and the constraints are convex functions [15]. The Lagrangian of (31) is given in (35).

The Karush-Kuhn-Tucker (KKT) conditions are given as follows

$$-\sum_{i=k}^{T} \mu_i - \sigma_k - \xi + \alpha_k \ln(2) |2^{C_{r,k}}| \theta_k + \eta_k$$

$$+ \psi_k |h_{(ss,pd),k}|^2 = 0, \quad k = 1, \ldots, T$$

$$\nu_k + \alpha_k \ln(2) |2^{C_{r,k}}| \left\{ \theta_k + \eta_k + \psi_k |h_{(ss,pd),k}|^2 \right\} = 0, \quad k = T + 1, \ldots, M$$

$$-1 + \sum_{i=k}^{T} \mu_i - \rho_k + \xi + \beta_k \ln(2) |2^{C_{d,k}}| \left\{ \omega_k + \lambda_k$$

$$+ \psi_k |h_{(sp,pd),k}|^2 \right\} = 0, \quad k = 1, \ldots, T$$

$$-1 - \rho_k + \xi + \beta_k \ln(2) |2^{C_{d,k}}| \left\{ \omega_k + \lambda_k$$

$$+ \psi_k |h_{(sp,pd),k}|^2 \right\} = 0, \quad k = T + 1, \ldots, M$$

Using (36) - (39), the closed form expressions can be obtained as

$$C_{r,k}^* = \begin{cases} (c_{r,1})^+, & k = 1, \ldots, T \\ (c_{r,2})^+, & k = T + 1, \ldots, M \end{cases}$$

$$C_{d,k}^* = \begin{cases} (c_{d,1})^+, & k = 1, \ldots, T \\ (c_{d,2})^+, & k = T + 1, \ldots, M \end{cases}$$

where

$$c_{r,1} = \log_2 \left( \frac{\sum_{i=1}^{M} \mu_i + \sigma_k + \xi}{\alpha_k \ln(2)} \left\{ \theta_k + \eta_k + \psi_k |h_{(ss,pd),k}|^2 \right\} \right)$$

$$c_{r,2} = \log_2 \left( \frac{-\nu_k}{\alpha_k \ln(2)} \left\{ \theta_k + \eta_k + \psi_k |h_{(ss,pd),k}|^2 \right\} \right)$$

$$c_{d,1} = \log_2 \left( \frac{1 - \sum_{i=k}^{M} \mu_i + \rho_k - \xi}{\beta_k \ln(2)} \left\{ \omega_k + \lambda_k + \psi_k |h_{(sp,pd),k}|^2 \right\} \right)$$

$$c_{d,2} = \log_2 \left( \frac{1 - \sum_{i=k}^{M} \mu_i + \rho_k - \xi}{\beta_k \ln(2)} \left\{ \omega_k + \lambda_k + \psi_k |h_{(sp,pd),k}|^2 \right\} \right)$$

and \((x)^+ = \max(x,0)\). The closed form expressions for the optimal power levels can be obtained from (40), (41) and expressed as

$$P_{s,k}^* = \alpha_i(2^{C_{r,i}} - 1)$$

$$P_{r,k}^* = \beta_i(2^{C_{d,i}} - 1)$$

Note that the optimal powers are functions of the Lagrangian multipliers. To find the optimal Lagrangian multipliers, the projected subgradient method is employed [16]. In this method, any initial values of the Lagrangian multipliers can be used as a start point to evaluate the rates given in (40), (41). After that, projections of the primal variables on the constraints are computed, so that all values of \(C_{r,k}\) and \(C_{d,k}\) satisfy the feasibility of the solution, where the updated values of the optimal rates/powers and the Lagrangian multipliers are repeated until convergence. The Lagrangian multipliers at the next iteration \((n + 1)\) are given as follows

$$\mu_k^{n+1} = \mu_k^n - \delta_{\mu,k} \left[ \sum_{i=1}^{k} (C_{d,i} - C_{r,i}) \right], \quad k = 1, \ldots, T$$

$$\theta_k^{n+1} = \theta_k^n - \delta_{\theta,k} \left[ \alpha_k (2^{C_{r,k}} - 1) - B_{s,k-1} \right], \quad k = 1, \ldots, M$$

$$\omega_k^{n+1} = \omega_k^n - \delta_{\omega,k} \left[ \beta_k (2^{C_{d,k}} - 1) - B_{r,k-1} \right], \quad k = 1, \ldots, M$$

$$\eta_k^{n+1} = \eta_k^n - \delta_{\eta,k} \left[ B_{s,k} - B_{s,k-1} - E_{s,k} + \alpha_k (2^{C_{r,k}} - 1) \right], \quad k = 1, \ldots, M$$

$$\lambda_k^{n+1} = \lambda_k^n - \delta_{\lambda,k} \left[ B_{r,k} - B_{r,k-1} - E_{r,k} + \beta_k (2^{C_{d,k}} - 1) \right], \quad k = 1, \ldots, M$$
\[
\mathcal{L} = -\sum_{i=1}^{M} C_{d,i} + \frac{T}{\mu_2} \left[ \sum_{k=1}^{i} (C_{d,k} - C_{r,k}) \right] + \sum_{i=1}^{M} \theta_i \left[ \alpha_i (2^{C_{r,i}} - 1) - B_{s,i} - 1 \right] + \sum_{i=1}^{M} \omega_i \left[ \beta_i (2^{C_{d,i}} - 1) - B_{r,i} - 1 \right] \\
+ \sum_{i=1}^{M} \eta_i \left[ B_{s,i} - B_{s,i-1} - E_s + \alpha_i (2^{C_{r,i}} - 1) \right] + \sum_{i=1}^{M} \lambda_i \left[ B_{r,i} - B_{r,i-1} - E_r + \beta_i (2^{C_{d,i}} - 1) \right] \\
+ \sum_{i=1}^{M} \kappa_i \left[ B_{s,i} - B_{max} \right] + \sum_{i=1}^{M} \phi_i \left[ B_{r,i} - B_{max} \right] - \sum_{i=T+1}^{T} \sigma_i C_{r,i} + \sum_{i=T+1}^{M} \nu_i C_{r,i} + \xi \left[ \sum_{k=1}^{M} C_{d,k} - \sum_{k=1}^{T} C_{r,k} \right] \\
+ \sum_{i=1}^{M} \psi_i \left[ \alpha_i (2^{C_{r,i}} - 1) |h_{(ss,pr),i}|^2 + \beta_i (2^{C_{d,i}} - 1) |h_{(sr,pr),i}|^2 - I_{th,i} \right] - \sum_{i=1}^{M} \rho_i C_{d,i} - \sum_{i=1}^{M} \varphi_i B_{s,i} - \sum_{i=1}^{M} \theta_i B_{r,i} 
\]

(35)

The step-sizes are updated according to the nonsummable diminishing step length policy [17]. We have also used constant step-size, which seems to work well also.

V. SIMULATION RESULTS

In this section, simulation results are provided to demonstrate the performance of the proposed system model given in Fig. 1. In all simulation results, it is assumed that all the time slots are of length 1 second (i.e., \( T_c = 1 \) sec). The available bandwidth \( \mathcal{B} = 1 \) MHz and the noise spectral density is \( \mathcal{N}_0 = 10^{-16} \) W/Hz, so that the noise variance \( \sigma_n^2 = B \mathcal{N}_0 \). It is also considered that both of the SS and SR are equipped with solar panels of area of 100 cm² with 20% efficiency. Both SS and SR equipped with finite batteries of size \( B_{max} = 5 \) J. The initial battery levels of both SS and SR are zeros. The harvested energy levels are given by normal distribution with a mean equal to 0.2 and standard deviation equal to 0.03, where the harvested energy values are restricted to be between 0.1 and 0.3 Joule. Normal distribution is used as a distribution of the average harvested energy levels according to central limit theorem, where the sum of a large number of independent and identically distributed (i.i.d) variables is approximated by normal distribution [18]. The simulation is performed with \( T = 5 \) time slots and \( M = 7 \) time slots, unless otherwise stated. All channels are considered to be i.i.d Rayleigh fading channels, and the path loss exponent is equal to 4.

The distances between the communication nodes are assumed as \( d_{(ss,rd)} = d_{(sr,rd)} = d_{(pr,rd)} = 50 \) meters, corresponding to the distances between SS and SR, SR and SD, and PS and PD, respectively, and \( d_{(ss,pr)} = d_{(sr,pr)} = d_{(ps,pr)} = d_{(ps,rd)} = 100 \) meters, corresponding to the distances between SS and PD, SR and PD, PS and SD, and PS and SR, respectively.

Fig. 3 plots the maximum achievable secondary sum rate as a function of the pre-defined primary SINR threshold with and without cooperative relay. Thanks to relaying, it can be seen that using a relay increases the overall sum rate with considerable gap. This figure also shows that as the primary SINR threshold increases, the secondary sum rate decreases for both cases. This is due to the fact that by increasing the primary SINR threshold, the allowable transmit power of the secondary nodes should be reduced in order to respect this threshold. This figure also compares the proposed scheme without the interference constraint (i.e., no primary users in the system) as an upper bound (i.e., secondary nodes have flexibility to transmit with more powers). Fig. 4 compares the performance of the proposed system with two cases, when the secondary network uses energy harvesting technology, and when it uses non-harvested traditional batteries. One can see that, the performance of the traditional batteries outperforms the energy harvested with a considerable gap in the region where the primary SINR threshold is relatively small. However, this gap becomes smaller and smaller when the SINR
threshold is relatively large. This can be justified by the fact that with high values of SINR at the primary network, both models are restricted to transmit with low power to satisfy the primary QoS. In addition to the saving energy advantage, using energy harvesting technology becomes more interesting at the high values of the primary SINR threshold. Finally, Fig. 5 shows the importance of having some extra slots $M - T$ that allow the relay to empty its data buffer. This can help the SD to avoid missing data that could not receive within the $T$ time slots. This figure plots the sum rate between the SR and the SD versus the number of extra time slots $M - T$ for different values of primary SINR threshold. It can be shown that the sum rate can be increased up to a certain level, where adding more extra slots will not contribute to the rate, since the SR broadcast all the data in its buffer. The optimal number of $M - T$ time slots can be deduced from the figure for different values of the primary interference threshold $\text{SINR} = \{0, 10, 20\}$, where the optimal $M - T$ time slots increases as the SINR increases.

VI. CONCLUSIONS

In this paper, cooperative underlay cognitive radio network with energy harvesting was investigated, where the secondary users can access the primary frequency band by exploiting the allowance of the SINR constraint. Each of the secondary source and relay is equipped with infinite data buffer to carry data packets to be delivered and finite battery to store the harvested energy. We formulated an optimization problem aiming at maximizing the sum of the achievable rate over multiple time slots. After solving the problem using a projected subgradient method, the performance of the proposed scheme was investigated. Finally, we discussed the effect adding extra time for transmitting data from relay to destination that could not receive in allotted time. As a future work, the proposed model can be extended to solve the online optimization problem, where the harvested energy and the channels are unknown.
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