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Abstract— Today’s wireless networks use fixed spectrum over 

long term and fixed geographical regions. However, spectrum 

utilization varies by time and location, which leads to temporal 

and special spectrum underutilization. Cognitive radio is an 

emerging technology that enables dynamic sharing of the spec-

trum in order to overcome the spectrum underutilization prob-

lem. In this paper, we consider the problem of supporting the 

multicast service mode in cognitive radio networks. Moreover, we 

are concerned with supporting this mode of service such that it is 

robust in the face of failures.  We develop two algorithms which 

provide robust multicasting in such networks. Our proposed 

algorithms are: 1) multicast sessions protection with link-sharing 

trees and 2) multicast sessions protection using rings. These algo-

rithms provision multiple multicast sessions, and protect them 

against a single primary user interruption at a time. They also 

take into account that the activities of a primary user may dis-

rupt communication in several groups, of secondary users, which 

are referred to as Shared Primary User Risk Group (SPURG). 

The objective of the proposed algorithms is to increase the num-

ber of sessions that can be accommodated in the network and 

minimize the cost of provisioning the sessions while protecting 

them against failures.  

Keywords— multicast; cognitive radio; resilience; protection. 

I. INTRODUCTION 

With the rapid increase in the demand for wireless net-
works and their applications, spectrum scarcity has emerged as 
a major challenge for this kind of networks. Even with spec-
trum scarcity, measurements have shown that spectrum utili-
zation under fixed spectrum assignment policy varies in time 
and geographical location, and that variation ranges from 15% 
and 85% [1]. Hence, introducing efficient ways that utilize the 
underutilized portions of the spectrum by allowing spectrum 
sharing are needed for the next generation of wireless net-
works. The enabling technology for dynamic spectrum access 
that utilizes spectrum usage is cognitive radio. 

The users in cognitive radio networks are classified into 
two types: primary users (PUs) and secondary users (SUs). A 
primary user is a licensed user who has a license to access a 
certain band without competition with other users. On the oth-
er hand, a SU is not licensed to use the licensed bands of the 
spectrum; however, a SU can use the spectrum opportunisti-
cally whenever the PU is idle. 

Multicasting is an important service mode which is used 
by many existing and emerging applications. The implementa-
tion of multicasting in cognitive radio networks is challenging 
as several characteristics of cognitive radio networks should 
be taken into consideration [2]. In traditional wireless net-
works, all users can transmit on the same set of frequency 
bands. However, that may not be true in cognitive radio net-
works since each user has a different set of available channels. 
Hence, at least one common channel between any two users, 
which are within communication range, must be available so 
they can communicate with each other. One challenge in mul-
ticast over cognitive mesh networks is the heterogeneity of 
channel availability among SUs of one multicast group. As a 
result, multicast time may take longer time because of trans-
mission over multiple channels. Hence, channel diversity be-
tween a source node and its one-hop neighbors in cognitive 
radio networks necessitates finding an effective way to handle 
one-hop multicast. 

In [3], the authors propose an assistance strategy to miti-
gate channel heterogeneity in cognitive radio wireless mesh 
networks. An assisted-multicast scheduling in a single cell in 
wireless cognitive mesh networks is proposed. The authors 
proposed a solution for this problem in order to minimize the 
required multicast time over cognitive mesh networks. Resili-
ent multicast routing in cognitive radio networks is proposed 
in [4] using a multilayer hyper-graph. Due to PUs’ activities, it 
is important to protect the multicast session from the failure 
when one of the used channels becomes unavailable. The au-
thors proposed a solution to support multicast in cognitive 
radio networks while protecting the multicast session from 
failures during transmission. Survivability is provided using 
reactive protection approach where the traffic is rerouted to 
preplanned backup path once a failure occurs and affects the 
multicast session. In [5], a cross-layer optimization is pro-
posed to support video multicasting in infrastructure-based 
cognitive radio networks. The objectives of this work are to 
optimize the quality of received video, achieve proportional 
fairness between multicast users and protect PU from interfer-
ence by keeping the interference below a certain threshold. A 
joint channel allocation and multicast routing scheme for a 
multi-hop cognitive radio network is proposed in [6]. The ob-
jective of this work is to maximize the multicast throughput  
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Fig. 1: Secondary users grouping based on locations and common channels. Fig. 2: Secondary users belonging to g1 and g2 share the same risk caused by 

PU1. 
Fig. 3: Converting the network in Fig. 1 to a directed graph. 

 
 

 
 

while taking into the consideration the dynamic change in 
channels availabilities. 

We propose two algorithms that provision a robust multi-
casting for multiple sessions in cognitive radio networks by 
protecting all multicast sessions. Our proposed algorithms are: 
multicast sessions protection with link-sharing and multicast 
sessions protection using rings. The goals of our work are to 
provision multiple multicast sessions, protect them against 
single PU interruption at a time, minimize the cost of multicast 
sessions and increase the number of sessions that can be ac-
commodated in the network. 

The rest of this paper is organized as follows. System 
model and protection model are described in Sections II and 
III respectively. In Section IV, we introduce our proposed 
algorithms for provisioning robust multicast sessions in cogni-
tive radio networks. Then, simulation results of our proposed 
algorithms are shown and explained in Section V. Finally, we 
conclude this paper in Section VI. 

 

II. SYSTEM MODEL 

We consider a cognitive radio network with a set of SU 
nodes and a set of available channels in the network. Different 
SUs may have access to different available channels depend-
ing on the channels’ conditions at the location of SUs. Moreo-
ver, a group of SUs may observe the same channel appear or 
disappear at the same time, which is dependent on the licensed 
PUs location and activities.  

Definition 1: Secondary Users Group gi: A group of SUs 
that can transmit to and/or receive from each other, over a 
common channel and within one hop. The index, i, is the 
group number. This group forms a clique in the network 
graph. 

As an example, consider the three channels network shown 
in Fig. 1, in which 10 SUs are grouped into seven groups (g1-
g7). Each node belonging to a certain group can transmit to 
and/or receive from any other node inside this group within 
one-hop transmission. 

Definition 2: Shared Primary User Risk Group 

(SPURG): A group of one or more SUs groups that operate on 
the same channel that is licensed to a PU, and share a risk 
caused by the PU when the PU becomes active. Once this PU 
starts transmitting over the shared channel, all SUs belonging 
to this group will be blocked from using the shared channel. 

Transmissions by SUs in this group cause interference to the 
receiving PUs that operate on the shared channel. 

In Fig.2, g1 and g2 operate on channel 1, and they share the 
same risk once PU1 becomes active. Transmissions by SUs  in 
g1 and g2 (H, F and D) cause interference to PU1’s reception. 
Hence, g1 and g2 are considered within the same SPURG, 
SPURG 1. Once PU1 becomes inactive on channel 1, any SUs  
in g1 or g2 will have the ability to access this channel. We can 
see that PU1 activities have no effect on other groups, which 
operate on channels other than channel 1, and SUs belong to 
these groups will not cause interference to PU1. 

 

A. Converting the Network to a Directed Graph 

Assume that the communication links between A and B 
and between F and H in Fig. 1 are in one direction, and the 
rest of the communication links are in two directions. Also, 
SPURG 1 consists of g1 and g2, where each other SPURG 
consists of one group. The costs of links in each group are the 
same and are assigned based on the cost of leasing the chan-
nel, and assume that the cost values range from 1 to 5. This 
cost can also correspond to other metrics such as the delay. 
Each pair of SUs inside one group are interconnected to each 
other with one link if the link between them is in one direc-
tion, and two links if the link between them is bidirectional. 
Two sets, V, E, are used to represent the directed graph G(V, 
E), where V is a set of SUs nodes, and E is a set of links. Set 
Li is a set that consists of all links between SUs belonging to 

gi. Each link x = (u, v) ∈ E, where u & v ∈ V, is assigned three 
values, as shown in Fig. 3, representing SPURG,  Li set that 
the link belongs to, and the cost of the link. Accordingly, the 
network in Fig. 1 can be converted to a directed graph as 
shown in Fig. 3. 

 

III. PROTECTION MODEL 

Our proposed algorithms protect multiple multicast ses-
sions against one PU interruption at a time. Once a PU be-
comes active, all SUs belonging to the groups that share the 
same risk of this PU will be blocked from using the interrupt-
ed channel and they need to release the channel to the PU. In 
other words, all SUs belonging to the same SPURG will be 
blocked from using their interrupted common channel once 
the corresponding PU of this SPURG becomes active on that 
channel. When SUs are blocked from using a common chan-
nel, all links between them become unavailable until the PU 



leaves the channel. PU interruption causes failures to all links 
in the groups belonging to the SPURG affected by this PU.  

 
Table 1: Notations 

 

IV. PROPOSED ALGORITHMS 

We propose two algorithms for providing robust multi-
casting in cognitive radio networks. These algorithms are: 1) 
multicast sessions protection with link-sharing trees and 2) 
multicast sessions protection using rings. Multicast session 
request Mk is the k

th multicast session, where 1 ≤ k ≤ n, and n 
is total number of multicast sessions. Each multicast session 
Mk is represented by a source node Sk and a set of m destina-
tions (dk1, dk2, …, dkm). Given a multicast request Mk = (Sk, 
(dk1, dk2, …, dkm) ) and the directed graph G(V, E) of the cog-
nitive radio networks, each of our proposed algorithms provi-
sions multicast sessions that is protected against one PU inter-
ruption at a time. Table 1 describes the symbols used in our 
proposed algorithms for provisioning robust multiple mul-
ticasts in cognitive radio networks.  

 

 
 
In our proposed algorithms, Algorithm 1 is used to con-

struct a multicast tree. Algorithm 1 approximates the optimal 
minimum Steiner tree in term of cost by using shortest paths 
tree. Line 1 constructs m paths from source node to all m des-
tinations. In lines 2-3, the established path does not have mul-
tiple links belong to the same set Li, and that because all nodes 
inside SUs group can be reached within one hop and without 
establishing multiple links. In lines 4-6, the link in the oppo-
site direction is removed because wireless medium is already  
reserved for the link on the established path. In lines 7-8, the 
cost of the link (x, w) is set to zero since the SU has already 
reserved the wireless medium after establishing link (x, y). 

Algorithm 1 uses Dijkstra's algorithm to find the shortest path. 
Since the complexity of Dijkstra's algorithm is O(E log V), the 
complexity of Algorithm 1 is O(m E log V + E2). 
 

A. Protecting Multiple Multicast Sessions with Link-Sharing 

We propose an algorithm that generates a primary tree for 
each multicast session, and protects each link in the primary 
tree by a backup tree. The protection method is reactive where 
the backup protection trees for all links in each primary tree 
are calculated in advance, and the traffic is rerouted to the 
backup tree once the corresponding link fails.  

Multicast sessions protection with link-sharing algorithm 
allows link sharing inside one session, and also between dif-
ferent sessions. Once a link in a primary tree fails, then each 
backup tree can share all non-failed links in the primary tree in 
the same session and use them in constructing the backup tree. 
Moreover, it is possible that non-failed links in any backup 
tree in any session is used also in constructing a backup tree 
for another link. This leads to reducing the cost of multicast 
sessions and using the resources more efficiently. To protect a 
given link x, then any link in primary or backup trees in the 
same session or in backup trees in other sessions cannot be 
used in protecting link x if its SPURG is the same as SPURG 
of link x. The reason for eliminating the use of links with 
SPURG which is the same as SPURG of the link to be pro-
tected is that all of them belong to the same SPURG, and 
hence, they will fail together once the corresponding PU be-
comes active.  

Multicast sessions protection with link-sharing algorithm 
is shown in Algorithm 2. Algorithm 2 starts with initializing 
different sets as shown in line 1. Lines 3-5 are used to con-
struct a primary tree for the kth session and update the graph 
and set P. The lines from 6 to 25 show the required steps used 
to construct a backup tree for the link that needs to be protect-
ed. In backup tree construction, Algorithm 3 takes into consid-
eration all links in current and previous sessions that can be 
shared, in addition to remaining links in the original graph.  

In line 7, the original graph, primary tree in current session 
and the set of all backup trees are copied, and the copies will 
be used in the following steps to avoid sharing the links that 
should not be shared. The link that needs to be protected is 
removed from PTk’ in order to avoid using it in the backup 
tree for that link, as shown in line 8. The steps shown in the 
lines 9-11 are used to remove the links that cannot be shared 
from the copy of the primary tree. The same procedure is ap-
plied for the links belonging to the copy of backup trees set B’ 
or G(E,V)’ as shown in lines 12-17. Lines 18-20 prevent any 
two links with the same SPURG value, and belonging to dif-
ferent sessions from sharing links in their backup trees.  

All remaining links in sets PTk’ and B’ can be shared and 
set to zero as shown in line 21. Lines 22-23 shows that the 
remaining links in G(E,V)’, PTk’ and B’ can be used to con-
struct BTk x by running Algorithm 1 on all links in the union 

(G(E,V)’ ⋃ PTk’ ⋃ B’). All links used in BTk x are reserved by 
removing BTk x’s links from G(E,V) as shown in line 24.  In 
line 25, set B is updated by including all links used in backup 
tree BTk x but not used in primary tree PTk’. The reason for 



that is to prevent any backup tree from using a link belonging 
to a primary tree in another session. All links within one Li set 
can be used by only one session since the wireless medium 
between the nodes in gi will be entirely reserved for multicast 
session k’s transmission. Therefore, all remaining links in any 
set Li, such that session k used a link or more from Li, will be 
removed, as shown in lines 26-28. Algorithm 2 uses Algo-
rithm 1 to construct the multicast trees, hence, the complexity 
of Algorithm 2 is O(n2 E2 + nmE2 log V + nE3). 

 

 

B. Protecting Multiple Multicast Sessions using Rings 

Provisioning and protecting a multicast session can be 
done using only one ring. It was proposed to use rings to pro-
tect multicast sessions in optical networking [7]. However, the 
nature of wireless networking and cognitive radio networks in 
particular necessitates the use of rings in different ways. Pro-
tecting a multicast session using a ring requires that each con-
secutive node along the ring can send to and receive from each 
other. PU interruption causes failures to all links along the ring 
with SPURG affected by this PU. Therefore, it is required to 
provision a ring that is able to reach all destinations even with 
presence of one PU interruption at a time. 

 We propose an algorithm that supports multiple multicast 
sessions over cognitive radio networks using rings as shown in 
Algorithm 3. This algorithm is proactive where each destina-
tion SU receives at least one copy of the multicast message 
even if the PU interrupts the SUs. Therefore, this proposed 
algorithm has the advantage of protecting the multicast tree 

immediately when a failure happens and without using backup 
trees. Each multicast session is generated and protected using 
a ring. This ring is established in such a way that it starts with 
the source node, traverses all destinations and ends at the 
source node to create a ring. Under normal network operation, 
source node S forwards it message to both nodes connected to 
it, then, each node that receives a message forwards it to the 
next node connected to it along the ring until one node re-
ceives two copies of the message. If a node receives two cop-
ies of a message from two neighboring nodes along the ring, 
then it will stop forwarding the message since it can conclude 
that all other destinations have received the message. 

Suppose that PU1 starts transmitting, then all links with a 
SPURG corresponding to PU1 will fail as shown in Fig. 4. 
Although both links between S and d1 fail when PU1 becomes 
active, node d1 is still reachable by the source node using the 
path S-n3-d2-n2-d1. As a result of that, cognitive radio net-
works in this case can recover from the failure without rerout-
ing the traffic to another backup tree. 

Line 1 Algorithm 3 initializes graph G(E,V)’ and Pathk’ , 
which will be used to temporarily modify the original graph 
and Pathk in the following steps. In line 2, a loop starts con-
structing multicast sessions using ring structure. In lines 3-5, 
the original directed graph is copied to graph G(E,V)’, source 
node is set to the Sk and destination nodes list D is created. 
Then, shortest path from source node to closest destination in 
list D is created using Algorithm 1, as shown in lines 6-8. 
Lines 9-11 are used to make each path ,from a source node to 
a destination or from a destination to a destination, be SPURG 
disjoint. After establishing the path from source node to the 
first destination, this destination will be set as a source node, 
as shown in line 12. In line 13 and 14, all steps from line 6 to 
line12 will be repeated until all destinations are reached. Once 
all destinations are reached, a path starting from Sk and trav-
ersing all destination nodes is created, which is called Pathk.  

In lines 15-16, another path is established from Sk to the 
last reached destination in order to create a ring. If the ring is 
always created by connecting the last reached destination node 
in Pathk to the source node, then this may lead to block the 
session if it is not possible to find a path connecting these two 
nodes. Even if there are enough resources to establish a path 
from last destination in Pathk to source node, it is possible to 
find another ring that has a lower cost, and does not directly 
connect the last destination to the source node. Hence, the 
procedures in line 17-26 are used to find a ring that minimizes 
the cost while considering closing the ring from a node in 
Pathk other than the last reached destination. Fig. 5 shows two 
different ways, which may lead to different costs, to create a 
ring for protecting the multicast session. 
In line 27, the ring with the lowest cost is selected to generate 
and protect the multicast session. Finally, the original graph is 
updated in lines 28-30 as described in lines 26-28 of Algo-
rithm 2, and also by removing all used links in the selected 
ring. Algorithm 4 uses Algorithm 1 to construct all paths be-
tween source and destination nodes, and between any two 
nodes along the ring. Since Algorithm 1 is used with m=1 in 
this case, the complexity of Algorithm 1 is O(E log V + E2).  



Fig. 4: Multicast session protection in case of 
primary user appearance. 

 

 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Accordingly, total time complexity for Algorithm 4 is O(nmE 
log V + nmE2). Since in a connected graph, E ≥ V-1, and log 
V < V, then the complexity is O(nmE2). 
 

 

I. SIMULATION RESULTS 

A. Single Multicast Session 

In this section, we compare the number of paths that can be 
established to reach destination nodes using optimal solution 
in [4] with multicast sessions protection with link-sharing al- 

 
 
 
 
 
 
 
 
 
 
 
 
 
gorithm. These paths include the paths in the primary tree and 
the average number of paths in the backup trees for single 
multicast session. Also, we compare the number of links in the 
primary and backup tree used to establish the multicast ses-
sion. In performance evaluation, we use the following parame-
ters: 25 SUs, 10 SUs groups per each channel, one SUs 
groups, gi, per each SPURG, one source node and 8 destina-
tion nodes. SUs with a common channel are assigned random-
ly to a SUs group, gi. Each link in the network is assigned a 
cost which ranges from 1 to 5, where all links belonging to the 
same set Li are assigned same cost. Then, random sessions 
with 8 destinations are generated over 100 random graphs. 

Fig. 6 shows a comparison between the numbers of gener-
ated paths with respect to the number of available channels 
using the optimal solution in [4] and multicast session protec-
tion with link-sharing algorithm. The number of established 
paths increases as the number of available channels increases. 
It is shown that the number of generated paths using our pro-
posed algorithm is close to the optimal solution when the 
number of available channels is small. As the number of avail-
able channels is increased to 7, the difference between the 
optimal solution and our proposed algorithm is approximately 
2 paths.  

The number of links used in single multicast session in-
creases as the number of available channels increases as 
shown in Fig. 7. The number of used links in our proposed 
algorithm is lower than the number of links in the optimal 
solution in [4] since the number of generated paths in our pro-
posed algorithm is lower. Also, link-sharing algorithm gener-
ates backup trees that share some links, and this leads to re-
ducing the number of used links in the multicast session. 

 

B.  Multiple Multicast Sessions 

We compare the performance of our proposed algorithms us-
ing two metrics: the number of sessions that can be accommo-
dated in the network and the average cost of the multicast ses-
sions. We modify some network parameters used in the simu-
lation as follows. The network consists of 50 SUs and up to 36  

Fig. 5: Creating a ring for multicast protection. In (a): a path starts from source node and traverses 
all destination nodes, (b): creating a ring by connecting last destination to the source node, and (c): 

creating a ring, which has a lower cost, without connecting the last destination to the source node. 
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Fig. 6: Number of paths with respect to the number of channels. Fig. 7: Number of links with respect to the number of channels. Fig.8: Number of multicast sessions in the network with respect to session size. 
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Fig. 9: The cost of the multicast session with respect to its size. 
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Fig. 10: Number of multicast sessions in the network with respect to the number 

of available channels. 
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Fig. 11: The cost of the multicast session with respect to the number of available 

channels.

SUs groups. Each SUs group, gi, consists of up to 5 SUs, and 
each SPURG consists of up to three SUs groups. 

We compare the number of multicast sessions that can be 
accommodated in the network for our proposed algorithms as 
shown in Fig. 8, when the number of available channels is 10. 
The number of sessions decreases as the number of destina-
tions increases for all three algorithms. It is shown that mul-
ticast sessions protection using link-sharing algorithm 
achieves the highest number of sessions. Fig. 9 shows the av-
erage cost per session with respect to session size. As the 
number of destinations increases, the cost per session increas-
es since a higher number of links is generally required. Mul-
ticast sessions protection using rings achieves the lowest cost, 
and the reason is that it does not require protecting every link 
by a protection tree compared with the other two approaches.  

We study the effect of increasing the number of channels 
to the performance of the algorithms when the number of des-
tination is 8. It is shown in Fig. 10 that increasing the number 
of available channels for SUs increases the number of sessions 
that can be accommodated in the network. Therefore, a higher 
number of protected sessions can be accommodated in the 
network when the number of available channels increases. 

Multicast sessions protection with link-sharing algorithm 
achieves the highest number of sessions that can be accommo-
dated in the network. It is shown in Fig. 11 that the multicast 
session cost decreases as the number of available channels 
increases. Multicast session protection using rings generates 
protected sessions with the lowest cost compared to the other 
two approaches. Sharing some links within one session or be-
tween different sessions allows multicast session protection 
with link-sharing to outperform multicast session protection 
without link-sharing. 

II. CONCLUSION 

In this paper, we propose two algorithms that provision 
and protect multiple multicast sessions in cognitive radio net-

works. The goals of our proposed algorithms are: provisioning 
multiple multicast sessions in cognitive radio networks, pro-
tecting all multicast sessions against one active PU at a time, 
increasing the number of sessions that can be accommodated 
in the network and minimizing the cost of the multicast ses-
sions. We show that the number of accommodated sessions in 
the network increases and the cost of multicast sessions de-
creases when the number of available channels increases or 
the session size becomes smaller. Multicast sessions protec-
tion with link-sharing can support the highest number of mul-
ticast sessions in the network compared with the other algo-
rithm. However, multicast sessions protection using ring can 
generate multicast sessions with the lowest cost compared 
with multicast sessions protection with link-sharing. 
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