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Abstract—Cognitive radio networks (CRN) have emerged as a networks. Therefore, new solutions are needed for cognitiv
promising, yet challenging, solution to enhance spectrumtiliza-  radio networks. Certainly, utilizing multiple interfacas SUs
tion, thanks to the technology of cognitive radios. In this verk, we can reduce the effect of the channel heterogeneity problem,

consider the multicast routing and channel allocation prollem in but i d ch | allocati trateqi ked
cognitive radio mesh networks. Due to the potential heterogneity ut new routing and channetl allocation stralegies are rieede

in channel availability among mesh routers (MRs) and the This paper, studies the multicast routing and channelatioe
frequency switching latency, end-to-end delay and througbut problem in wireless cognitive radio mesh networks.

degradation could be subject to a significant increase. We  The rest of this paper is organized as follows. In Section I,

propose an on-demand multicast routing and channel allocan e |ayout the system model and assumptions. The motivation
algorithm that takes channel heterogeneity and switchingdtency f thi Kk and th bl f lati ted i
into consideration. The algorithm aims at reducing the endto- of this work an € probiem formulation are presented in

end delay, and at the same time reducing the degradation of Section Ill. An optimal channel allocation algorithm aloag

throughput using a dynamic programming approach. single path is proposed in Section IV. The multicast routing
and channel allocation algorithm (OMRA) is then proposed in
) ) ) _ N Section V. In Section VI, we evaluate the performance of the
The multicast routing problem in multihop cognitive raproposed OMRA algorithm. We review some related work in

dio networks faces some challenges that are not presenigigetion VII, and then conclude the paper in Section VIIL.
traditional wireless networks. These challenges are mainl

caused by the heterogeneity in channel availability atdaift Il. SYSTEM MODEL

Secondary Users (SUs), especially at branching points ormgefore we start the discussion about the multicast routing
the multicast tree. This heterogeneity is due to the fact ﬂ"&oblem, we would like to layout the system model and
SUs may observe different sets of available (idle) channglgsumptions. We consider a wireless cognitive mesh network
depending on the activity of the Primary Users (PUs) in thejfat consists of a number of mesh routers (MRs), each of
vicinity. The heterogeneity leads to: . which manages a set of mesh clients (MCs), and a single
a) Broadcast deformation: when an SU has neighborsyateway that connects the network to the Internet. Any MR
that do not (all) share a common channel with this SU, #an reach the gateway either directly or through multiplesho
cannot broadcast a data unit to all neighboring SUs in 08¢ MRs. We are only concerned with multicast traffic that
transmission. Therefore, a broadcast might become a numggginates from the Internet, passes through the gatewa, t
of multicast transmissions, or in the worst case a numbgia|ly received by the members, SUs, of the multicast sessio
of unicast transmissions. This significantly reduces networhys, we treat the gateway as the source of all multicagidraf
capacity and increases end-to-end delay. _ We assume the existence of a spectrum sensing and man-
b) Switching delay: another source of capacity wastagggement entity (SSME) that provides an SU (MR or MC) with
and delay increase is channel switching. Assume thati SU jist of channels which can be used by that specific SU. In
receives from SU and forwards the data to Skl If 7 cannot  5qgition to the straightforward implementation of haviregle
find a common channel with and k together, then it has to gy perform the role of the SSME itself (or cooperatively with
use two different channels for transmission over the twkslin neighboring SUs), a number of other implementations have
j—i andi—k. Depending on spectral separation between thgen proposed in literature. One of these implementations
two channels, the switching delay could be significant. s {5 have a wireless sensor network infrastructure that is
In_tradltlo_na_l multichannel W_lreless networks, the use Cgpecifically designed to achieve accurate spectrum seasitg
multiple radio interfaces was W|d_ely adopted as a solutmn brovide SUs with information about spectrum occupancy [2].
make full use of the capacity provided by the multiple chdsing e fyrther assume the existence of a common control channel

and to avoid the .switch.irllg delay problem [1].. However, it i?CCC) (an actual frequency channel [3], or a virtual CCC.[4])
usually the case in traditional multichannel wireless reks

that the same set of channels is available to all nodes in the  Ill. M OTIVATION AND PROBLEM DEFINITION
networks, which is not necessarily the case in cognitivéorad explain the motivation behind this work, consider the

This research was supported in part by the National Sciemtmdation example shown in F'gure 1. The set bes@es each SU in Figure
under grants CNS-0626822 and CNS-0721453. 1.(a) represents the list of channels available to that Stb. T
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Fig. 1. An example that illustrates the effect of channeigmssent on the
throughput and end-to-end delay of multicast traffic.

different channel assignments are presented in Figuré3 14 Dynamic programming approach for channel assignment
and 1.(c) to explain the effect of channel assignment on the _. .

throughput and end-to-end delay of multicast traffic. Let us Given a route (or path)R that consists of|R| MRs,
investigate the total time that the forwarding nofleneeds numbered froml to |R|, and the data flows from MiRR| to

to relay the multicast data to the multicast receiver-nades !\I'/lhR 1'b'_'e’tMR_|7$| |s”the tsourcr? andII;/IR IS the_z ﬁesltlnatlor:l.
andr,, after receiving it from the multicast souree Assume e objective is to allocate a channel to each link al@inguc

that the switching delay between two channels operatingtgf”c‘jt the gnd-to-end delay i_s mini(r;tized. A formal def_ir_witio‘n °
central frequencieg; and f> is a linear function denoted bya dynaml_c_ program cons:jstlngl a:jge'a;tatels tranS|t|onhs
dyw (1, f2). Letdyw (f1, f2)=alfi— fa|, wherea is the tuning and transition costis now developed. s along a path are

speed (insecondéH2) of the spectrum processor. Also, it mapped into_ stages, ayailable c_h_annels to MRs into statds, a
be the packet transmission time from M MR j on channel channel assignments into transitions. Let,

n. This will depend on the packet size aachievablechannel - £: be the set of channels available at MR

bit-rate, which in turn depends on the transmission powner, t - Cr..m" be the cost of making a transition from stateat
channel bandwidth, the coding and modulation schemes, angtagei—1 to statem at stagei. For a single path, this
the link quality betweer and j. To keep the example simple, COSt is given asCy\»'=d,,, (n,m)+L;;"~". The cost will
assume that a packet transmission on any channel takes tt€ slightly different for multicast routing (see Section. V)
same time ofL, i.e., Lii=L Vi, j n. Then, the total relay - f"(i,m) be the delay under the optimal solution starting
time at nodef for case (b) isL+a; a to switch from channel ~from statem at stagei and ending at stage.

3 to channel4, and L for one transmission on channgélto - /*(|R|) be the minimum end-to-end delay under the opti-
71 andr,. For case (c), on the other hand, the total relay timemal solution (channel allocation) for pafR.
=dsw(1,4) + L + dsyy(4,5) + L = 2L+4a. Choosing staten at stagei (i < |R|) means that MR

Let 7, andr, denote the throughput of nodein caseb and i receives data from MR + 1 on channelm. Finally, the
c respectively. Thenrljl = (L)+L+a+(a) = 2L+2a, and dynamic program is outlined in Table I. Equation (1) finds the
771 = (L) +2L+4a+ (4a) = 3L +8a. The term(L) in both optimal channel assignment, i.e., the one with the minimum
of the formulas above represent the time to receive the packed-to-end delay, along the entire route. Equation (2),hen t
from s, and the termga) and (4«) represent the switching other hand, finds the optimal channel assignment startorg fr
time from the last channel used for transmission back to tMR i and ending at MR 1, such that MRreceives from MR
channel used for reception for casg$ and(c) respectively. i+1 on channein. A boundary condition that gives all channel
For 10 Mbps channel rate1500 byte packet size, antlns assignments equal cost of “0” at MR 1 is defined in (3).
ba§eb§1nd sv_vitc_hing delay, the ra’f'%‘”b evaluates tov 38%, B. Distributed optimal allocation
which is a significant reduction of's throughput.

On the other hand, the end-to-end delay is also affected. FolVe devise a distributed implementation based on the above
example, in Figure 1, it will take the multicast dad + o dynamic program formulation, that can be used in cognitive

to reachr; andr, in case(b). However, the end-to-end delayradio networl_<s. To setup a connection from the source MR
is 2L + 3a to r1 and 3L + 4a to r» in case(c). Based on |R| to a destination MRL along the pattR, two phases are
the practical values used before, the ratio of the end-tbien €x€cuted; théorward phaseand thebackward phaseln the
case(c) to case(b) is 158.82% for r; and223.53% for rs. forward phase, which starts from the dest|nat|on. an_d ends at
The numbers above highlight the need for an on-demalllf Source, the dynamic program proposed earlier is used to

routing approach. The purpose of this study is to propoggli]mi[e tlrge ogtir?]al costh(_er;]d-to-enfd delahy) along theegou d
such an approach for data multicast between MRs only, the backward phase, which starts from the source and ends

the problem of transmitting the multicast data from an MR t Lthe destination, the channels to be u;ed at_ gach link &nobt
its MCs was studied by the authors in [5]. the calculated end-to-end de_lay are |dent|f|¢d a_lt each MR
along the route. The assumption that the destination stasts

channel allocation process is suitable for multicast rautin
the case of multicast routing, the source MR, i.e., the gayew

In this section, we address the problem of optimal chanre#nds a JOINREQ packet to the destination MR (the MR that
assignment along a single path. We then extend the solutghould join a multicast session) on any available routenThe
to include the multicast routing problem. the destination MR starts a search process to find the optimal

IV. OPTIMAL CHANNEL ASSIGNMENT ON AROUTE



path to the gateway. That is why we assume the forward phas# necessarily impose longer delays because of the channel
is initiated by the destination MR (for more details see Bect switching delay’ i.e., the search domain may include the
V). The forward phase operates as follows, entire network. Thus, we need a systematic way to constrict

- The destination calculates the valgi€l, m) ¥Ym € £, (see the search domain and achieve a near optimal solution.
Table 1) and sends it in one packet to the next hop along the
path, i.e., MR2, through the CCC. We call this packet theA. Finding the minimum hop distance (level) of MRs

i (i) . . .
allocation cost packet (ACP).et ACP"" denote the ACP 1 fing the shortest hop-count distance,ilevel from the

; (1) i .
packet sent by MR to MR i + 1, and ACP""cost(m) is E‘i;ateway to every other MR in the network, the gateway starts a

a field of ACP used to carry the cost of using chann e
m for the link (i — i + 1). The source MR, i.e., MR, fills earch process on the CCC. Each MRaintains a local level

the fields of its ACP packet as follows: counterl;, which is.used to mf';lir.ltgiln 'Fhe shortest hop distance
o to the gateway. This counter is initialized 40, except for the
ACP' " -cost(m) = 0, vm € L1 (4 gateway for which the level is initialized to 0. For an MR
- Then, upon receivinh CP(~Y) (i < |R]), MR i prepares " Vel l;, define the following: - .
its ACP Sacket as foﬁgws: (i <[R]) ' prep - Neighbors ofj: the set of MRs that are within the transmis-
o _ oy (1) sion range of MRy, even if they do not share a common data
ACP™ cost(m)=_min Cy " +ACP" " cost(n) (®)  channel withj. This set is denoted hy/(5).

, ) . - Parents ofj: the set of MRs in level;—1 that MR j can
- Finally, when the source MR, i.e, MRR/|, receives the ACP reach, which is denoted b ().

packet of MRIR| — 1, it calculatesf*(|]) as follows: - Children ofj: the set of MRs in level;+1 which can reach

F(R)=__ min  LIFHNRELLACPIRITY cost(n) (6) MR j, and is denoted bg(j).
nELIRINEIR I It is worth pointing out that reachability between a pair of
The backward phase, on the other hand, operates as followsRs requires them to be within the communication range of
- The source MR identifies the optimal channel on the linkach other and to share a common data channel. The search
betweerR| and|R|-1. Let this channel bé . . then process starts by having the gateway broadcasts a control
. . RIIR|—1 Rl—1 packet, that we call LEVELUPDATE packet, with &level”
i _premin LS HACPIR costn) (D) el initialized to0, and a'sender” field initialized to0 (the
ID of the gateway MR) over the CCC.
' Every MR, other than the gateway, runs the procedure
shown in Algorithm 1. The algorithm guarantees that thelleve
channelk?, , is identified as follows, cpunters remain up-to-date for all M_Rs. The fiilfss_tatelme_nt
’ (line 3) updates the level countgr(using the equation in line
ki_, ;= argmin (C;*;;? +ACP<i*1>.cost(n)) (8) 6) upon receiving a LEVELUPDATE message from some
n€LiNLi—y N T MR jeN(i). If the value ofl; is different from the current one,
- Finally, the destination, i.e., MR, receives, from MR2, using the aforementioned equation, then all MRs\ifi) are
information about the channel assigned to the liak 1). notified about the new value (usisgndLevelUpdate(-) as in
line 7), andl; is updated (line 8). If the channel availability at
V. MULTICAST ROUTING: CHALLENGES AND SOLUTIONS MR i, represented by the set of available chandielshanges,

In this section, we use the dynamic program developéden the seconi -statement (line 9) will be executed. In that
in Section IV for the case of a single path as a buildingtatement, MR will first provide its neighbors, i.eA/(4), with
block to design an on-demand multicast routing and chanrieé updated’; (line 10). Then, it updates its level counter
allocation algorithm. A common multicast routing design iand informs its neighbors about any changé;ias shown in
wireless mesh networks is the tree-based structure, inhwhimes 12 and 13. Finally, the thiiifl-statement (line 14) updates
a multicast tree originates from the source of the multicalgtvel I; upon receiving an updated channel availability from
session and reaches every member of that session. We adopte MR <A/ (i), and informs nodes iV (i) if I; changes.
this structure in this work. We introduce a decentralized ) ) )
dynamic tree construction algorithm by which an MR maf- Multicast Routing Algorithm
attach itself to an existing multicast tree (or be the firsain The gateway sends a JOIREQ packet over the CCC to an
new one) while jointly minimizing the end-to-end delay an#iR(s) that should join a multicast group. This packet should
throughput wastage at MRs along the selected route. contain enough information to identify the multicast sessi

To understand the complexity of the problem, consider arhis packet is sent over the CCC. Upon receiving this packet,
MR, sayi, that wants to join a multicast session. Edp find the MR needs to find the path that connects it to the multicast
the route with the minimum end-to-end delay that connedige of the intended session with the minimum end-to-end
it to the existing multicast tree, it must inspect all poksibdelay. The search for this shortest path involves allogatin
routes. This inspection is more complicated in cognitivdida channels to the links of that path that were not allocated
networks than it is in traditional wireless networks be@at channels before, while keeping the bandwidth wastage due
the fact that‘longer paths, in terms of number of hops, dao channel switching as low as possible.

The source nodgR | informs the previous node on the route

i.e, [R — 1|, about the identified channel.
- Then, at each MR on the route, forl < i < |R|, the



Before proposing the algorithm, we need to define a cost 18
metric that can jointly represent the delay (transmissind a 17
switching) and bandwidth wastage. For the single path case 1
in Section IV, the cost metri€’* included the switching
delay and transmission time only, because we did not address
existing flows that pass through an MR. L&ti) C £, be the

Avg. delay (ms)
=
IS

set of channels used to handle (i.e., receive or transnst) th u

flows (unicast or multicast) that are served by MRThen, o] TOTOMRAGI —0-OMRAote —oSPECAC —x—SPERAND

we define the functiom\;(-) that takes as an argument a set 13 s 7 s m o133 15 1w 18 2 28 2

of channelsS, and returns the maximum possible switching Session Size _ o _

delay between any pair of channelsSru ZZ._ Therefore, Fig. 2. Average end-to-end delay for a single session withHzMpacing.
Ay(S) = dyw( max_m, min n) ) the CCC. Then, every other MR that receives an ACP packet,

meSUL;  neSUL; from one of its children, does the same. In other words, it

Equation (9) is based on the assumption that the cognitiE)EeD"j‘re_S an ACP packet for each of its pgrents as described
radio remains tuned to the last used channel. If a differtior '™ Section IV-B (equation (5)) and sends it over the CCC.

management policy is used (like having the cognitive radigi€refore, the gateway will receive multiple ACP packedt th
originated at MRi, each of which corresponds to a distinct

always tuned to a particular channel during idle times),fa di
y e g ) path between and the gateway. The gateway then chooses the

ferent definition of the\;(-) function is needed. By including X o e
the A;(-) function into the cost metri€ , channels closer to path with the minimum cost and initiates the backward phase.

the ones already allocated to some inboming or outgoing link
of MR i will be preferable over others that are farther away
in the spectrum. Therefore, the nodal delay due to switchingTo evaluate the performance of the proposed routing algo-
between flows served by the MR on different channels will béthm, we study a cognitive radio mesh network &f MRs
less, which intuitively means less bandwidth wastage. organized in a grid topology, and deployed in a square area
The proposed on-demand multicast routing and chanmgl A x A meters. One of thes& MRs is a gateway to the
allocation (OMRA) algorithm is outlined in Algorithm 2, andinternet, and is placed at the upper-left corner of the nekwo
is based on the forward and backward phases of the distdbufield. Each MR can physically reach only the MRs in its
implementation of the dynamic program proposed in Sectideft-hand, right-hand, upper, and lower cells in the grig.(i
IV-B. When the MR that is supposed to join a multicast
session, say MR, receives a JOINREQ packet from the
gateway, it prepares for each MRe P(i) an ACP packet as Algorithm 2: The OMRA algorithm

described in Section IV-B (equation (4)) and sends i tover Input  : Multicast group IDg, an MR
Output : A multicast route with channel allocation.

V1. PERFORMANCEEVALUATION

1 if ¢ is the MR that has received the JOIREQthen
- - - - - 2 foreach j € P(i) do
Algorithm 1: Level Evaluation and Reconfiguration 3 Create a new ACP packeACP():
1 For an MRi (other than the gateway): 4 ACPW.cost(m) = A({m}), Vm € L;;
2 begin _ _ 5 SendACP® to MR j;
3 if a LEVEL UPDATE message is receiveden L -
4 4 = LEVEL_UPDATE sender 6 else ifi is the gatewaythen _ o
5 1; = LEVEL_UPDATE levet 7 Find the optimal path from all received ACP’s using (6);
prew _ Li+1 if Ling; #0andl; > 1; +1 8 | S.tart the backward phase (see Sectlor.1 IV-B);
6 L A otherwise 9 elseifi € T(g)then [+ On the nulticast tree T(g) */
7 SendLevel Updat e(4,;,17¢%) ; 10 upon receiving ACPW from somej € C(i) do
8 | =1 11 Create a new ACP packeACP(;
9 if £; changesthen 12 Let k be the parent of on the multicast tree;
10 Provide all MRs inA/(i) with the new set’;; 13 Let v be the channel allocated to lir(#, k);
new_ min oo if P(j) ={i} 14 ACP®.cost(m) = oo, Vm € Li/{v};
11 P jeN@)Ling,#0 | L + 1 otherwise ACPW .cost(v)= min (Cﬁ;’il,—l—ACP(j)-cost(n))
12 SendLevel Updat e( 4,l;,Im¢%) ; 15 L nELNLA
13 L =0 Z 16 else /* Not on the nulticast tree 7 (g) */
14 if an updated’; for somej € N (4) is receivedthen 17 upon receiving ACP ) from somej € C(i) do
15 Find [ as described in line 12; 18 Create a new ACP packeACP();
16 SendLevel Updat e(ali ;") ; 19 if link (i, k) is allocated a channeb then
i; g - b =13, 20 Com = 00, YmeL;/{v};
en gyi o _ 1] .
21 CYy =dswn,v)+Ly +A;({n,v});
19 SendLevel Updat e(3,19!4,1new) 2 else = daw(n, v)+ Ly i{n o))
20 if l?’ew 35 l?ld then CJ”L —d i,j A o
21 Create a new LEVELUPDATE message; 23 L wm=dsw (1, m)+ L +A8i({n, m}), YmeLs;
22 Set LEVEL UPDATE senderi; ACPY .cost(m)= min (C,J;im T ACP(j).COSt(n)>;
23 Set LEVEL_UPDATE leveFi?*"; 24 . neL;NLN 7
24 Broadcast LEVELUPDATE over the CCC; 25 | SendACP® to all MRs k € P(i);

25 end 26
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Fig. 3. Average end-to-end delay for multiple sessions wilHz spacing.  Fig- 4. Average end-to-end delay for multiple sessions #@NHz spacing.

the communication range %). We have a total of{=10 VII. RELATED WORK

licensed channels, each has an achievable rat#) dflbps.  The current work in cognitive radio networks (CRNSs) is
Channels are evenly spaced by either 4 or 10 MHz. For @llostly focused on efficient spectrum utilization, and feudst
experiments N=49, A=500m, anda=1ms/10M Hz [6]. ies consider the effect of heterogeneity in channel aviitiab

We compare the end-to-end delay between four differepf various network operations like multicast routing. I8, [7
routing schemes: 1) OMRA routing where an MR investigates cross-layer optimization approach for video multicast on
the possible paths through all of its paren@MRA-al). 2) heterogeneous channels was proposed. The study aims at
OMRA routing where an MR randomly picks one of its parentgptimizing the overall received video quality, while achie
as the next hop on the path, and uses the dynamic progriaj fairness among multicast users and avoiding interferen
to allocate channels along that pa®MRA-ong. 3) Shortest with licensed users. The work in [8] proposes an online
path routing where an MR randomly picks one of its parents @fulticast scheduling scheme, including power control and
the next hop on the path. The closest available channel (CA€hannel allocation policies, based on stochastic Lyapunov
to that allocated to the link between the MR and its chilthptimization. In [9], the problem of constructing minimum
is allocated to the link between the MR and its parent. Theergy multicast tree in CRNs is studied. The study consider
member MR randomly selects the first channel from the its S@fe energy consumption at SUs due to spectrum sensing and
of available channels. We denote this approaclBBE-CAC  data transmission. A routing and channel allocation atfori
4) The last scheme, denot&PF-RAND is similar to SPF- pased on a layered graph model was proposed in [10]. We
CAC except that the allocated channel is chosen randomlygonsider the effect of channel heterogeneity and switching

We obtain average results for the end-to-end delay fetency, which is an absent aspect in the previous studies.
the cases of single multicast session and multiple mutticas
sessions. Each point on the curves in Figures 2-4 correspond
to the average over 1500 randomly generated instancesciin ea In this paper, we have studied the multicast routing and
instance, we vary the channel availability at each MR. An MBhannel assignment problem in cognitive radio mesh network
has channel available with probabilityy and unavailable with with the objective of minimizing the end-to-end delay. A-dis
probability 1 — p. p is set t00.393 for all experiments. tributed on-demand routing and channel allocation alporit

We first study the case of routing a single multicast sessidtas proposed. Numerical results confirmed the superiofity o
Members of a session join the multicast group sequentialtfie proposed algorithm over other baseline algorithms.

The size of the multicast session is varied froito 25. Figure REFERENCES

2 shows the ayerage dEIaY Over all ,the members of a SeSSIHﬁ‘I P. Kyasanur and N. H. Vaidya. Routing in multi-channelltinuterface
for 4 MHz spacing. As the figure implies, the proposed OMRA "~ ag hoc wireless networks. Technical report, University lohdis at
algorithm outperforms SPF-CAC and SPF-RAND. However, Urbana-Champaign, 2004.

the gain is higher when all parents are explored (OMRA-all} ghgﬂg;‘;'gﬁqvagggg“c?agbﬁgr‘;g:nﬁt"gﬂgks ;%ro‘éogmt“ad'(” Theory

instead of a single parent (OMRA-one). [3] T. Chen et al. Topology management in cogmesh: A clustsed

To evaluate the performance of the OMRA algorithm under _ cognitive radio mesh networkEEE Int. Conf. on Comm. (ICCP007.

. . . . [4] Y. Kondareddy and P. Agrawal. Synchronized mac protdoolmulti-
the existence of multiple multicast sessions, we vary tha-nu hop cognitive radio networksEEE Int. Conf. on Comm. (ICCR00S.

ber of sessions frordto 10, where each session has a size thafs) H. Aimasaeid and A. Kamal. Assisted-multicast scheuylin wireless
is drawn uniformly at random from the ranfe 15]. Figures 3 cognitive mesh networks. ItEEE Int. Conf. on Comm. (ICCR010.

; 6] TCI International. Tci 715 spectrum monitoring systeiatal specifica-
and 4 show the average end-to-end delay (Over all Sessmms) ][ tion. http://www.tcibr.com/ufiles/File/715Webp.p@&010.

4 MHz and 10 MHz spacings respectively. The results in thesg] Donglin Hu, Shiwen Mao, and Jeffrey H Reed. On video nealt in
two figures confirm the superiority of the OMRA algorithm, ] JC_Ogg_Itlvet f?d"\f/ll fllt?fWOtka-hlﬂéEle 'NﬁECOM 20:?9- edwork codi

. . . In Jin et al. ullicast scheduling with cooperation \WOrK coding
in both of its variants, over the other approaches. Furtbeem in cognitive radio networks. MEEE INFOCOM 2010.

the gain of using the OMRA algorithm (relative to the SPF-{9] w. Ren et al. Minimum-energy multicast tree in cognitivadio
RAND approach) increases with the increase in the number of] getypfki-”fEAE As”olffllar Codnfefenﬁéoog-l for tonoloay fati J

. . . . . Xin et al. A novel layered graph model for topology rfaation an

§eSS|0nS in the network. For |n§tance, the gain of OMRA- 110 routing in dynamic spectrum access networks.|REE Int. Symp. on
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