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Abstract—In this work, we consider the multicast problem in
a single cell in a cognitive mesh network. Due to the potential
heterogeneity in channel availability among the members ofa
multicast group(s), the total multicast time could be longer due
to transmitting the multicast data over multiple channels. We
propose, in this work, an assisted multicast strategy with the
objective of minimizing the total multicast time. This assistance
is composed of two main activities, first, allowing the receivers
in a multicast group to forward the data they have received to
other members of the multicast group(s), and second, allowing the
transmission of coded (bitwise XORed) packets so that receivers
belonging to different multicast groups can decode and extract
their data concurrently. We show, in this paper, that the proposed
assistance paradigm achieves a considerable reduction in the total
multicast time, which in turn increases the system throughput.

I. I NTRODUCTION

Empowered by the technology of software-defined radios
[1], cognitive radio networks have emerged as a solution
for spectrum underutilization [2]. The new technology allows
cognitive radio users, usually referred to as secondary users
(SUs), to opportunistically utilize unused licensed spectrum
provided that they vacate a channel once a licensed user,
usually referred to as a primary user (PU), starts using it. As
the channel availability is both time and location dependent,
SUs may observe heterogeneous sets of idle channels. This
heterogeneity raises a number of challenges to the operation of
cognitive radio networks. Besides the channel sensing problem
(or equivalently PU detection), transmission coordination is
one of the essential and most challenging functionalities in
cognitive radio networks. The channel sensing problem has
been the focus of mainstream research in the area of cognitive
radio networks. Cooperative sensing [3] and sensor network-
aided-sensing [4], [5], where an infrastructure sensor network
takes over the task of channel sensing, are two promising
solutions for the PU detection problem. On the other hand,
the most adopted solution for the transmission coordination
problem is the use of a common control channel between all
SUs on which the coordination takes place.

In this paper, we are interested in the multicast problem
in wireless cognitive mesh networks [6]. The property of
heterogenous channel availability in cognitive radio networks
may cause the multicast process to take place over multiple
channels, causing longer multicast periods and consequently
lower throughput. We study, in this work, the problem of
minimizing the total multicast time in a single cell of a
cognitive mesh network by scheduling the multicast activity

over both time and frequency and by also using the tech-
nique of network coding [7]. For this purpose, we propose a
multicast mechanism that relies on three operations. The first
operation is calledassistance, in which some of the receiving
members of a mutlicast group assist in the multicast process
by forwarding the data to other members of their group (or
other groups). The second operation is calledoverhearing, in
which some receiving members of a multicast group overhear
the data destined to another group. This operation has two
advantages; it first enables the inter-group assistance (forward-
ing) between different multicast groups, and also enables the
delivery of multiple packets to different groups at the same
time by using the third operation; thecodeword exchange
operation. In thecodeword exchange operation, coded packets
(bitwiseXORed packets) ,which we refer to as codewords, are
used in the assistance operation so that members of different
multicast groups can decode and extract their own data using
packets they overheard from previous transmissions. Formal
definitions of these operations will be given in Section III-A.

A very limited number of studies have addressed the
multicast problem in cognitive radio networks. In [8], a
multicast-tree construction protocol was proposed for mobile
ad hoc networks. Video multicast in infrastructure cognitive
radio networks was studied in [9]. The cognitive base station
chooses the multicast channels opportunistically such that the
collision probability with the primary system is minimized,
and the unused spectrum is exploited as much as possible.
In both works, there was no notion of assistance whether by
multicast receivers or by the use of network coding.

The rest of this paper is organized as follows. The system
model is presented in Section II. In Section III, we formally
define theassisted multicast schedulingproblem and present
some motivational examples. Then, in Section IV, we elaborate
on the problem complexity and propose ILP formulations
for unassisted multicast scheduling and assisted multicast
scheduling problems. A heuristic approach to solve the assisted
multicast scheduling problem is proposed in Section V. We
evaluate the performance of the proposed scheme in Section
VI, and conclude in Section VII.

II. SYSTEM MODEL

We consider a wireless cognitive mesh network that consists
of a number of mesh routers (MRs) connected over multiple
hops to a gateway node(s) that provides access to the backbone
network. Each MR manages a number of mesh client (MCs)
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forming a cell. The only way for a MC to access the backbone
network is through its parent MR. This cognitive mesh net-
work coexists with a primary (licensed) network(s) that utilizes
a set of orthogonal channelsL. Secondary nodes (both MRs
and MCs) can use any of these channels if the channel is
vacant, either spatially or temporally. In this work, we assume
that the channel availability at a node in the cognitive mesh
network is quasi-static, i.e., does not change in a short period
of time. Furthermore, MRs and MCs obtain information about
channel availability by channel sensing [10], [11], [5], which
is beyond the scope of this paper. Lastly, we assume that a free
common control channel (CCC) exists for all the members of a
cell in the cognitive mesh network to use for coordinating their
communication.Data and control packets can be transmittedon
separate radios, if nodes are equipped with multiple radios, or
timely multiplexed over a single radio. In this work, we assume
that one radio is used for data transmission per node (MC or
MR), and that the data packet size is fixed.

For a particular cell managed by MRi, let Li be the set
of channels thati can use such thatLi ⊆ L, andLi 6= ∅.
Also, letAi be the set of MCs managed by MRi. Then for
eachj ∈ Ai, Lj ⊆ Li is the set of channels that MCj can
use. We assume that all the members of a cell are in the same
interference range, i.e., no two members of the cell can use the
same channel concurrently. Once again, we are only concerned
with the last stage of the multicast process, and that is fromthe
MR to MCs that are members of a multicast group. Therefore,
we do not study the multicast across multiple cells. We aim at
minimizing the total multicast time (increasing throughput).

III. M OTIVATION AND PROBLEM DEFINITION

Before we formally define the assisted multicast problem,
we would like to present an example that illustrates the
motivation behind this work, and then give some definitions.

Example: Consider the network (a cell) in Figure 1.
The figure shows two multicast groups: the white nodes
form the group of MCs{n1, n2, n3, n4, n6} that should re-
ceive packeta, and the gray nodes form the group of MCs
{n5, n7, n8} that should receive packetb. The set besides
each MC represents the channels available to that MC. Node
n0 represents the MR of the cell, and it has all the five
channels available. Table I, summarizes the basic idea of
assisted multicast for the network in Figure 1. The first two
rows show an optimal multicast schedule without any form
of assistance, the first of the two shows the transmissions as
(transmitter, packet, channel) tuples, and the second shows
the receptions as(receivers, packet, channel) tuples. Similar
pairs of rows are presented for three levels of assistance, each
of which corresponds to exploiting an additional assistance
operation. Columns in Table I correspond to time slots. As
the table explains, under no form of assistance, the best the
MR can do is 6 time slots. By adding intra-group assistance,
i.e., allowing members of the same group to forward packets
to each other, the total multicast time was reduced to5 slots.
By extending the assistance to inter-group (allowing receivers
to assist members of other groups than theirs) the total time
was further reduced to4 time slots. The final step is to

add network coding to the picture by allowing nodes (MRs
or MCs) to exchange coded packets. This step reduced the
total multicast time to3 slots only. Note that MCsn1 and
n6 (interested in packeta) have receivedb in slot T1, and
MC n5 (interested in packetb) have receiveda in slot T2.
Therefore, all the three MCs will be able to decode thea⊕ b

packet and extract their own data. The multicast schedule
using the three assistance mechanisms, intra-group assistance,
inter-group assistance, and network coding, is presented in
Figure 1. It is worth pointing out that a part of this scheduling
problem that can highly affect the outcome is scheduling the
overhearing opportunities especially if a MC has multiple
transmissions to overhear from in a single time slot.

A. Definitions

We present in this subsection some necessary definitions.
Definition 3.1: Codeword: is a group of packets (could be

a single packet) coded (bitwise XORed) into one packet.
Definition 3.2: Multicast period: is the number of time

slots needed to deliver to all the members of each multicast
group the data packet destined to that group.

Definition 3.3: Assistance operation: is the process of hav-
ing an MCi forward to an MCj in slot t a codeword that the
latter can use, possibly with the codewords overheard in time
[0, t−1] by j, to extract the data destined to it. Ifi andj belong
to the same group, then the operation is calledIntra-group
assistance. Otherwise, it is calledInter-group assistance.

Definition 3.4: Codeword exchange: is the process of al-
lowing the exchange of codewords in theassistance operation.

Definition 3.5: Multicast schedule: is a schedule of the
multicast activity over time and frequency. The schedule
should determine for each member of a multicast group
(including the MR) what to transmit/receive (packet), on what
frequency (channel), and at what time (slot). The following
are the feasibility conditions for a multicast schedule:

1) At a slot t, there can be at most one transmission per
channel, and at most one transmission per node.

2) For an MC to transmit codewordv at t, it must receive
a set of codewords in[0, t−1] sufficient to constructv.

Then, the assisted mutlicast scheduling (AMS) problem in
cognitive mesh networks is defined as follows:

Definition 3.6: AMSproblem in cognitive mesh networks:
Given M multicast groups{G1, · · · ,GM} managed by MRi
such thatG =

⋃M
j=1 Gj ⊆ Ai, find a feasible multicast sched-

ule, with bothassistanceand codeword exchangeoperations
enabled, that results in the minimummulticast period.

IV. PROBLEM COMPLEXITY AND FORMULATION

In this section, we study the complexity of the AMS prob-
lem and propose two integer linear program (ILP) formulations
for the case of unassisted multicast, and the case of single
multicast group with intra-group assistance.

A. Single Multicast Group

We first consider the case where only one multicast group,
denoted asG, exists in a cell managed by MRn0. There-
fore, the only possible form of assistance is the intra-group
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Fig. 1. An example that shows the benefit of using assisted multicast in reducing the total multicast period.

TABLE I
ENHANCING THROUGHPUT BY INTRODUCING DIFFERENT ASSISTANCE MECHANISMS.

Scenario Tx/Rx T1 T2 T3 T4 T5 T6

Unassisted multicast Tx (n0, a, 0) (n0, a, 2) (n0, a, 3) (n0, b, 0) (n0, b, 4) (n0, b, 1)

Rx ({n1, n6}, a, 0) ({n2, n3}, a, 2) (n4, a, 3) (n5, b, 0) (n7, b, 4) (n8, b, 1)

Intra-group assis. Tx (n0, a, 0) (n0, a, 2) (n3, a, 3), (n0, b, 0) (n0, b, 4) (n0, b, 1) -

Rx ({n1, n6}, a, 0) ({n2, n3}, a, 2) (n4, a, 3), (n5, b, 0) (n7, b, 4) (n8, b, 1) -

Inter-group assis. Tx (n0, b, 1) (n0, a, 2), (n6, b, 4) (n3, a, 3), (n0, b, 0) (n0, a, 0) - -

Rx ({n8, n6}, b, 1) ({n2, n3}, a, 2),
(n7, b, 4)

(n4, a, 3), (n5, b, 0) ({n1, n6}, a, 0) - -

Codeword exchange Tx (n0, b, 1) (n0, a, 2), (n6, b, 4) (n3, a, 3), (n0, a⊕b, 0) - - -

Rx ({n1, n6, n8}, b, 1) ({n2, n3, n5}, a, 2),
(n7, b, 4)

(n4, a, 3),
({n1, n5, n6}, a⊕ b, 0)

- - -

assistance between the members ofG. To understand the
complexity of the “AMS for a single group” problem, let
us study that of the normal, unassisted, mutlicast scheduling
problem as the latter is a special case of the former.

Definition 4.1: Unassisted Multicast scheduling for a sin-
gle group (UMS-Single): given a multicast groupG managed
by MR n0 and the set of available channels at each MCi∈G
andn0. Find amulticast schedulethat results in the minimum
multicast periodgiven thatn0 is the only transmitter.

Theorem4.1: The UMS-Singleproblem is NP-hard.
Proof: a reduction from the set-cover problem can be

easily drawn. The set cover problem has, as input, a universeU
and a group of subsetsS = {S1, · · · , SM}, and the objective is
to find the minimum number of subsets that cover the universe
U , i.e., Minimize |C| : C ⊆ S,

⋃

c∈C c = U . To map an
instance of the set-cover problem into an instance of the UMS-
single, we do the following:

- Create a hypothetical noden and mark it as the MR.
- For each memberu ∈ U in the set-cover problem, create

an MCu in the UMS-Single problem and extend an edge
betweenu andn.

- Map each subsetSk in the set-cover problem into a
channelk in UMS-Single problem. Then, make channel
k available to every MCu iff u ∈ Sk.

- Make all channels available to the MRn.

Note that in the UMS-Single problem, MRn is the only
transmitter and it transmits on one channel at each time slot.
Also, note that any solution that has the MR transmits on the
same channel in different time slots is not optimal, because
the exact same set of MCs will receive the packet in both
transmissions. Therefore, the minimum number of time slots
to deliver the multicast packet to all MCs maps directly, by

construction, to the minimum number of sets that can cover
U . In the other direction, the minimum number of subsets that
cover the universe maps, also by construction, to the minimum
number of time slots (because we use one channel per slot)
needed to deliver the multicast packet.

Before we present the ILP formulations, we need to present
some notations:

- G is the only multicast group in the cell managed by
MR n0 (excludingn0) such thatG ⊆ A0.

- N (i) is the set of nodes inG ∪ {0}\{i} that can reach
nodei on at least one channel.

- L is the set of all channels available to the members of
the multicast group (Li ⊆ L0 ∀i ∈ A0).

- T is the maximum number of time slots needed to
deliver the multicast packet to all the members of a
multicast group.T is upper bounded bymin{|L|, |G|},
and for simplicity we setT=min{|L|, |G|}.

- νt is a binary variable that is set to1 iff a transmission
exists in slott on any of the channels inL.

- yt
i,k is a binary variable that, if set to1, indicates that

nodei transmits the packet on channelk at slot t.

The UMS-Single problem is now formulated as an ILP
in Algorithm 1. The objective function is to minimize the
total number of used (transmitted in) time slots. Constraint
(2) guarantees that each MC will receive the data by forcing
the MR to transmit on at least one of the channels available
to that MC. One transmission per slot is forced by (3).

The ILP presented in Algorithm 1 can be modified to
formulate the AMS problem with intra-group assistance for
a single multicast group. We just need to allow MCs to
forward the data they receive to their neighbors. The ILP
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Algorithm 1 : ILP formulation for the UMS-Single prob-
lem.

Minimize
T

∑

t=1

νt, subject to:

yt
0,k ≤ νt, ∀k ∈ L0, 1 ≤ t ≤ T (1)

∑

k∈Li∩L0

T
∑

τ=1

yτ
0,k ≥ 1, ∀i ∈ G (2)

∑

k∈L0

yt
0,k ≤ 1, 1 ≤ t ≤ T. (3)

formulation for the AMS problem with a single multicast
group is presented in Algorithm 2. Using constraint (5), we
forbid MCs from transmitting in the first time slot as they have
not received the multicast packet yet. Constraint (6) guarantees
that no MC transmits on any channel at slott before it receives
the packet from at least one neighbor, on a channel common
between the two, in[1, t−1]. We guarantee the delivery of
the multicast packet to each MC by constraint (7). Constraints
(8) and (9) guarantee one transmission per channel and one
transmission per node in each time slot respectively.

B. Multiple Multicast Groups

Apparently, the problem of AMS with multiple groups is
at least as hard as the AMS with a single group, which
is NP-hard. Furthermore, the ILP formulation of the AMS
problem with multiple groups is very complicated because of
thecodeword exchange operation. Specifically, an MC cannot
transmit a codewordv at time t unless it receives a set of
codewords sufficient to constructv. To embed this fact in the
constraint of the ILP, we need to take into consideration all
combinations of native multicast packets which will increase
the number of variables and the constraints exponentially.
Moreover, the constraint which ensures that each MC receives
its multicast packet is also more complicated. Instead of a
unique packet that satisfies the constraint in the case of a single
group, a group of decodable codewords can satisfy the delivery
constraint in the case of multiple groups with thecodeword
exchange operation. This requires us to take into consideration
all the combinations of decodable codewords from which an
MC can extract its packet. This will also increase the number
of constraints exponentially. Therefore, we do not proposean
ILP formulation for the AMS problem with multiple groups.

V. HEURISTIC SOLUTION FOR THEAMS PROBLEM

In this section, we propose a heuristic algorithm to solve
the AMS problem in cognitive mesh networks. The algorithm
is greedy-based in the sense that we deal with each slot
independently and try to make the optimal decision at this
slot. However, finding this optimal decision is not easy. In
fact, it can be shown that for the case of a single multicast
group, scheduling the transmissions of the MR and covered

Algorithm 2 : ILP formulation for the AMS problem with
a single mutlicast group.

Minimize
T

∑

t=1

νt, subject to:

yt
i,k ≤ νt, ∀i ∈ G ∪ {0}, k ∈ Li, 1 ≤ t ≤ T (4)

y1
i,k = 0, ∀i ∈ G, k ∈ Li. (5)

yt
i,k≤

∑

j∈N (i)

∑

k∈Li∩Lj

t−1
∑

τ=1

yτ
j,k,

∀i ∈ G, k ∈ Li, 2 ≤ t ≤ T

(6)

∑

j∈N (i)

∑

k∈Li∩Lj

T
∑

τ=1

yτ
j,k ≥ 1, ∀i ∈ G (7)

∑

i∈G∪{0}:k∈Li

yt
i,k ≤ 1, ∀k ∈ L, 1 ≤ t ≤ T (8)

∑

k∈Li

yt
i,k ≤ 1, ∀i ∈ G ∪ {0}, 1 ≤ t ≤ T (9)

MCs, those which have received the packet in[0, t − 1], at
a slot t such that the packet is delivered to the maximum
number of uncovered MCs is NP-hard (the proof is omitted
due to lack of space). Therefore, we divide the scheduling
task ata single time slotinto three phases. (1) Scheduling the
MR transmission (channel and codeword). (2) Scheduling the
assistance operation (channel and codeword). (3) Scheduling
overhearing opportunities. Note that all these operationsare
scheduled over frequency channels only and not over time
slots. Before we present the details of each of the three phases,
we need to provide some terminology.

Let Vi be the set of overheard codewords by MCi up until
the current time slot. Also, letp(i) be the multicast packet
destined to multicast group to which MCi belongs. Then, for
a MC i that has not yet receivedp(i), and has overheard the set
of codewordsVi, the set of useful codewords (those thati can
decode and extractp(i) from) can be determined as follows.
DefineVi as the set of all combinations of the codewords in
Vi, i.e., |Vi| = 2|Vi|−1. Then,p(i)⊕Vk

i is a useful codeword
for MC i, whereVk

i denotes thekth combination (codeword)
of Vi, for all 1 ≤ k ≤ |Vi|.

Let Gc ⊆ G denotes the set of MCs that have received
their multicast packets. Then, the best(codeword, channel)
schedule for the MR,n0, in a given slot is found as follows:

(v∗, k∗) = argmax
(v∈V,k∈L0)

∑

i∈G\Gc

{

1 if v ⊕ p(i)∈Vi, k ∈ Li

0 otherwise

(10)

whereV is defined as,

V =
⋃

i∈G\Gc

Vi (11)
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Equation (10) basically finds, for the MR, the
(codeword, channel) pair that serves the maximum number
of unserved MCs at a particular time slot. The same approach
is used for the second phase, namely, scheduling the assistance
operation. For an MCi that can participate in the assistance
process, its optimal(codeword, channel) is found as follows:

(v∗i , k∗
i ) = argmax

(v∈Vi,k∈Li/K)

∑

w∈G\Gc







1 if v ⊕ p(w)∈Vw,
k ∈ Lw, w ∈ N (i)

0 otherwise
(12)

whereK is the set of used channels in the current slot, i.e.,
the set of channels that MCi cannot transmit on. The last
phase is to schedule the overhearing operation for MCs that
are not participating in the assistance operation. The basic idea
is for a MC to overhear the codeword that isuseful to the
maximum number of its neighbors. LetT be the set of all
transmissions in the current time slot made by the MR and the
MCs participating in the assistance operation and represented
as (codeword, channel) pairs. Then, for a non-transmitting
MC i, the best(codeword, channel) for overhearing is:

(v∗i , k∗
i ) = argmax

(v,k)∈T

∑

w∈G\Gc



















1 if v∈
|Vw|
⋃

z=1

Vz
w ⊕ p(w),

k∈Lw ∩ Li, w ∈ N (i)
0 otherwise

(13)

The AMS heuristic approach, denoted HAMS, is outlined in
Algorithm 3. The first phase, i.e., scheduling the MR transmis-
sion, is expressed by lines[6−12]. The phase of scheduling the
assistance operation is expressed by lines[14−27]. Finally, the
phase of scheduling overhearing opportunities is expressed in
the loop starting at line28. Note that for the case ofM groups,
N (i) is defined as the set of nodes in(

⋃M
j=1 Gj) ∪ {0}\{i}

that can reach MCi in at least one channel.

VI. PERFORMANCEEVALUATION

In this section, we evaluate the performance of the proposed
assistance mechanism for the multicast scheduling problemin
wireless cognitive mesh networks. We vary the number of MCs
from 5 to 50 distributed uniformly at random in a square area
of 500m× 500m. The MR’s location is fixed at the center of
the squared area. All nodes (MCs and the MR) are assumed to
have the same communication radius of

√
2× 500

2 = 353.55m

over all channels. We vary the number of multicast groupsM

between1, 3, 4, and5. Each MC is assigned to any of theM
groups uniformly at random. Lastly, we have the number of
channelsK = 6 in all experiments. Each of theK channels
is made available at an MC with probabilityPa. On the other
hand, all the channels are always assumed available at the MR.

a) Intra-group assistance:Figure 2 shows the gain of
using intra-group assistance in a single multicast group. The
gain is defined as the percentage reduction in the multicast
period of the unassisted multicast achieved by using assisted
multicast (unassisted−assisted

unassisted × 100%). The optimal solutions
for the two cases of unassisted multicast and intra-group

Algorithm 3 : HAMS: Heuristic solution for the AMS
problem.

input : M groups{G1, · · · , GM}, Li ∀i ∈
⋃M

j=1 Gi.
Vi ← ∅, Gc ← ∅;1

while |Gc| < |G| do2

R← ∅; //Busy MCs in slott3

T ← ∅; //Transmissions in slott4

K ← ∅; //Channels used in slott5

Find the optimal(codeword, channel) for the MR6

using eq. (10), let that be(v∗, k∗);
forall i ∈ G\Gc : k∗ ∈ Li, v∗ ⊕ p(i) ∈ Vi do7

R← R∪ {i}; //MC i is busy receiving int8

Vi ← Vi ∪ v∗; //v∗ is overheard by MCi in t9

Gc ← Gc ∪R;10

K ← K ∪ {k∗}; //Channelk∗ is used int11

T ← T ∪ {(v∗, k∗)};12

//Schedule the assistance operation13

while |G\R| > 1 do14

forall i ∈ G\R do15

Find the optimal(codeword, channel) for16

MC i using eq. (12) and let that be(v∗i , k∗
i ),

and let the value of the maximum beα∗
i ;

î = argmax
i∈G\R

α∗
i ;

17

if α∗
î

= 0 then18

break;19

else20

T ← T ∪ {(v∗
î
, k∗

î
)};21

R ← R∪ {î}; //̂i is busy transmitting int22

K ← K ∪ {k∗
î
}; //Channelk∗

î
is used int23

forall24

w ∈ N (̂i)\Gc : k∗
î
∈ Lw, v∗

î
⊕ p(w) ∈ Vw do

Gc ← Gc ∪ {w};25

R ← R∪ {w};26

Vw ← Vw ∪ v∗i ;27

forall i ∈ G\R do28

Find the optimal overhearing29

(codeword, channel) pair for MC i using eq.
(13), and let that be(v∗i , k∗

i );
Vi ← Vi ∪ v∗i ;30

assisted multicast were obtained using the ILPs in Algorithms
1 and 2 respectively. We also evaluated the gain of intra-group
assisted multicast by scheduling the problem using the HAMS
algorithm. Each point is the figure is the average over a 100
randomly generated topologies. As the figure shows, the intra-
group assistance achieves a significant gain over the unassisted
case that increases with increasing the group size. On the other
hand, the HAMS algorithm is performing well by achieving
a considerable gain and being always within, on average, one
time slot of the optimal solution obtained by Algorithm 2. In
fact, HAMS was, on average,≈ 0.63 slots higher than the
optimal assisted multicast schedule obtained using Algorithm
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Fig. 5. Average gain of assisted multicast using
different levels of assistance (M = 5, Pa = 0.25).
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Fig. 6. Average multicast period with- and
without-assistance (M=3, 4, 5, Pa=0.25).
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Fig. 7. The effect of channel availability on the
gain of assisted multicast.

2, and≈ 2.11 slots less than the optimal unassisted multicast
schedule obtained using Algorithm 1.

b) Inter-group assistance:We now evaluate the benefit
of using each of the three assistance operations:intra-group
assistance, inter-group assistance, and thecodeword exchange
operationfor multiple multicast groups. We vary the number
of groupsM between 3, 4 and 5. For each case, we evaluate
the gain usingintra-group assistance only, intra- and inter-
group assistance, and intra- and inter-group assistance with
network coding. For the unassisted multicast case, we find the
optimal schedule by running the ILP in Algorithm 1 for each
one of theM groups and summing up the optimal multicast
periods for all individual groups to obtain the total multicast
period. As for the assisted multicast scheduling, we used the
HAMS algorithm. Figures 3, 4, and 5 correspond to the cases
of M = 3, 4, and5 respectively with each point in the figure
be the average over a 100 randomly generated topologies. As
the figures show, each level of assistance achieves some extra
gain in the total multicast period. However, it is apparent that
inter-group assistance has more influence on the total gain than
the codeword exchange operation, yet the codeword exchange
operation can still improve the scheduling performance. Figure
6 shows the actual averages of the multicast period for the data
presented in Figures 3, 4, and 5.

c) The effect of channel availability:To understand the
effect of channel availability on the achievable gain of the
assisted multicast, we variedPa between0.25, 0.50, and0.75,
for the cases ofM = 1 andM = 5. As Figure 7 shows, the
gain drops with higher channel availability. This is attributed
to the fact that with high probability of channel availability,
the expected number of MCs to be served in each slot is higher
(more nodes share the same channel). This leaves less room
for assistance causing the achievable gain to drop.

VII. CONCLUSIONS

In this work, we have studied the problem of assisted
multicast scheduling in wireless cognitive mesh networks.We
have proposed an assistance paradigm that relies on receiver
nodes to forward the multicast data to other receivers that
have not yet received their own data. Furthermore, network
coding was also proposed as another assistance technique that
further reduced the total multicast period. Results show that
the proposed assistance paradigm achieves a significant gain
in reducing the total multicast period, i.e., overall throughput.
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