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Abstract

Many applications in the future Internet will use the multicasting service mode. Since many of these
applications will generate large amounts of traffic, and since users expect a high level of service availabil-
ity, it is important to provision multicasting sessions in the future Internet while also providing protection
for multicast sessions against network component failures. In this paper we address the multicast sur-
vivability problem of using minimum resources to provision a multicast session and its protection paths
(trees) against any single-link failure. We propose a new, and a resource efficient, protection scheme,
namely, Segment-based Protection Tree (SPT). In SPT scheme, a given multicast session is first provi-
sioned as a primary multicast tree, and then each segment on the primary tree is protected by a multicast
tree instead of a path, as in most existing approaches. We also analyze the recovery performance of SPT
and design a Reconfiguration Calculation Algorithm to compute the average number of reconfigurations
upon any link failure. By extending SPT to address dynamic traffic scenarios, we also propose two
heuristic algorithms, Cost-based SPT (CB SPT) and Wavelength-based SPT (WB SPT). We study the
performance of the SPT scheme in different traffic scenarios. The numerical results show that SPT out-
performs the best existing approaches, optimal path-pair-based shared disjoint paths (OPP SDP). SPT
uses less than 10% extra resources to provision a survivable multicast session over the optimal solution
and up to 4% lower than existing approaches under various traffic scenarios and has an average number
of reconfigurations 10-86% less than the best cost efficient approach. Moreover, in dynamic traffic cases,
both CB SPT and WB SPT achieves overall blocking probability with 20% lower than OPP SDP in
most network scenarios.

Keywords: Optical Internet backbone networks; Multicasting; Routing; Protection.

I Introduction

The future Internet is a high performance communication network, that is capable of supporting large
amounts of individual and aggregate traffic, in order to meet the explosive increase in bandwidth demand in
the Internet, and to support a greater variety fo network applications. For this reason, the optical fiber is the
physical medium of choice in both the access and distribution networks of the future Internet. Wavelength-
division multiplexing (WDM) technology is used on optical fibers in order to allow an aggregate traffic on
the order of Tbps to be carried on a single fiber, with each wavelength carrying traffic in the tens of Gbps
order. Many of the applications that will be supported by the future Internet will employ the multicasting
service mode [2]. These include high-definition video distribution, online gaming, e-Science applications, etc.
To implement multicasting, a node should have the capability to replicate an incoming packet into multiple
copies. In the context of optical networks, there are two ways to implement the multicast function at a
node, unicast and multicast. In unicast mode, traffic duplication can only be implemented in the electronic
domain, whereas in multicast mode, traffic duplication can be done in the optical domain by using optical
splitters [6]. If a multicast session is provisioned as a tree in the optical domain, it is called a ”light-tree”
which originates at a source node and delivers the same data to a number of destination (leaf) nodes [4].
As the capacity of fibers keeps on increasing, a fiber cut caused by an accident or a failure of a switch port or
a node interface may lead to loss of tremendous amounts of data. In the scenario of multicasting service, data
loss on one fiber may cause the disruption of delivery to multiple nodes. Since users expect a high level of
network and service availability, protection of multicast session against network component failures must be
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provided. The most common type of failures in optical networks is the link failures, and this is why a number
of strategies have been proposed in the literature to provide this type of protection. One approach that was
proposed in [3] is to find two light trees, where both of them start from the source and end at the destination
nodes, but they are routed in a link disjoint manner. It is clear that this method is not capacity efficient
since it is not always possible to find two link disjoint trees in a network. In [5], the authors introduced a
number of protection schemes: link-based, segment-based and path-based. In link-based and segment-based
approaches, a multicast session is routed first to construct a multicast tree, and then each link or segment
on the tree is protected by a path starting at the tail node and finishing at the head node of the link or
segment it protects. Alternatively, a path-based protection scheme, named optimal path-pair-based shared
disjoint paths (OPP SDP) algorithm, achieves the best result in terms of network resource consumption in
[5] by self-sharing primary and spare capacity [7]. The idea is to find two shortest link disjoint paths for
each source and destination pair. Recently, a couple of new technologies were applied to the survivability
problem, p-cycle [9] and network coding [10]. These techniques do have some nice features such as the fast
recovery of p-cycles or high bandwidth utilization of network coding. However, p-cycle-based schemes are not
efficient and flexible to protect dynamic traffic, especially multicast traffic, while network coding introduces
extra computational cost as well as O-E-O conversion since network coding can only be performed in the
electronic domain in current optical networks, which may introduce an additional expense.
A path-based scheme, called multicast protection through spanning paths (MPSP), proposed in [8], out-
performs OPP SDP under both static and dynamic traffic patterns. It first provisions a primary multicast
tree and then establishes a number of paths to protect each path between any pair of leaf nodes on the
primary tree, called spanning path. Each path is link disjoint from the spanning path it protects. However,
this scheme relies on the assumption that wavelengths reserved in a fiber can be used in two opposite direc-
tions by reconfiguring the switches at two end nodes. However, this feature cannot be achieved in practice.
Between two connected nodes, there are usually two physical fibers set up and each of them works in one
direction. The switches at end nodes use input and output ports to connect incoming and outgoing fibers,
respectively [5, 6]. Reserved capacity (wavelength) in a fiber cannot be used in both directions by simply
reconfiguring the switches at end nodes due to the fixed switching ports. One way to enable this feature is to
change the physical infrastructure by deploying a pair of circulators between two nodes as shown in Fig. 1.
The fiber is connected to the circulators instead of switching ports on the switches. The circulators connect
to both input and output ports on the nearby switches and can configure the fiber to connect to either input
port or output port. Only changing the configuration of both switches and circulators will make the trans-
mission in both directions on the same fiber possible such that one unit of capacity reserved in a directed
link can be shared by primary and protection paths in MPSP scheme. Due to the infrastructure of current
Internet backbone networks, the lack of support for this functionality and the restrictions this imposes on
other modes of communication, we do not take this assumption into consideration in our proposed scheme.
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Figure 1: Additional depolyment of circulators enables capacity sharing in opposite directions of a fiber

A tree-based protection scheme, segment-based protection tree (SPT) algorithm, is proposed in this paper
to provision a multicast request and protect it against any single link failure. We first provision the multicast
session on a light tree and then construct protection multicast trees instead of paths to protect the primary
light tree. Each protection tree, similar to primary tree, is rooted at the source and reaches every destination
in the session. Each segment on the primary tree is protected by a protection tree. A protection tree can
share any link with the primary tree as well as other protection trees. The uniqueness of our schemes is that
each protection tree is a complete multicast tree from source to destinations. It does not have to traverse
the end nodes of a segment it protects. In this case, multiple segments may share one protection tree, which
potentially improves the efficiency of the bandwidth utilization.
The rest of this paper is organized as follows. In Section II, we present the assumptions and statement
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of the problem addressed. The proposed scheme, SPT, will be introduced in Section III. The method of
computing the average number of reconfigurations will be presented in Section IV. We further study the
dynamic multicast cases by proposing two heuristic algorithm extended from SPT in Section V. Numerical
results will be presented and explained in Section VI. Finally, we conclude this paper in Section VII.

II Preliminaries

In this section, we first describe multicast protection problem addressed in the paper with the corresponding
assumptions. We then summarize a number of multicast provisioning methods, some of which will be used
in the scheme proposed in the paper.

II.1 Multicast Protection Problem

A typical multicast session is unidirectional whereas the links of a typical WDM mesh network are bidirec-
tional, since each link has two optical fibers transporting signals in two opposite directions with the same
capacity. Each directed fiber is also called ”an arc” in [5]. Meanwhile, each arc is assigned a value to indicate
the cost of transmitting the data from one end to the other. The cost usually refers to the length of the
physical fiber. This cost metric is usually chosen since it has a direct relation to the cost of engineering the
fiber spans. In particular, in addition to the cost of the fiber itself, the length of the fiber span is proportional
to the number of optical amplifiers, as well as the number of regenerators, which some of the most expensive
components in optical networks.
We make the following assumptions and present the formal statement of the multicast protection problem:

1. Given a weighted directed connected graph G = (V, E) in which each directed link1 e = (u, v) ∈ E
where u, v ∈ V is assigned a weight (cost) ce and a capacity with W wavelengths. The graph, G, is at
least 2-connected.

2. Given a directed multicast request d with a source node s and a set of destinations {t1, t2, ..., tM} where
s, ti ∈ V and M is the number of destination nodes. The traffic requirements of the session is equal to
one wavelength. d is expressed as (s, {t1, t2, ..., tM}).

3. A single link failure will cut off the links in both directions such that traffic delivered in both fibers
will be lost. Thus, when we claim two link-disjoint paths (trees) in this article, it indicates that two
paths (trees) do not travel the links with the same end nodes in any direction.

4. In this article, we assume that each network node is equipped with an optical switch, optical splitters
and wavelength converters if necessary.

The multicast protection problem is described as follow:
Given a weighted graph G = (V, E) and a multicast request d, find a provisioning of the multicast session
d such that the multicast service is survivable against any single link failure in G using the minimum cost.
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Figure 2: Demonstration of various multicast provisioning algorithms

1Here we use ”link” to represent ”arc” similar to [5] and therefore links (u, v) and (v, u) are two different links but have the
same cost and capacity.
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II.2 Multicast Provisioning Methods

In order to provision a survivable multicast session with minimum cost, it is essential to study how to
provision a multicast request. In optical transport networks, multicast provisioning problem can be referred
to as finding a light-tree that delivers data from the source to all the destinations with the minimum cost.
Deployment of optical splitters at each network node enables multicast implementation in the optical domain.
Thus, this problem turns out to be a classic graph theory problem, ”Steiner tree problem”, which has been
proven NP-complete [23]. Hence, the multicast protection problem is also NP-complete in the general case
and this is why we develop heuristic solution approaches in this paper.

v

w

x

y

z{|{

}~��
����

���
��
��

���

���

���

���
���

��
�

���

� ¡¢
£¤¥¦

§¨©¨

ª«
¬

®¯

°±²

³́
µ

¶·̧

¹º¹
»

¼

½

¾

¿ÀÁÀ

ÂÃÄÅ

ÆÆÇÈ

ÉÊË
ÌÌ
ÍÎ

ÏÐÑ

ÒÓÔ

ÕÖ×

ØÙÚ
ÛÜÝ

Þß
à

áâã

äåæç
èéêë

ìíîí

ïð
ñ

òóô

õö÷

øù
ú

ûû

ûü

ûý

þÿ
�

�
�
�
�

����� 	�
� �� ���� �����	�
� �������� �
 ����� ����� ��� 	�
� ��

��� ������� �����	�
� ���� �
 ���� ������� �� �
�� ���

 �!

"

#�
$

�

�
�%

�

&

�

"
$

#

����� 	�
� �� ���� �����	
� �������� �
 ���#� ����� ��� 	�
� ��

��� ������� �����	�
� ���� �
 ��"� ������� �� �
�� '()

 �!

*

��

�+

�,

�%

(������ -����	�
� ���� (����	��� .�/
-����	�
� ��

��  #01�2&2��!

Figure 3: Comparison of the final topologies with the primary multicast trees constructed by using DST and
NPF, respectively.

Many approximate algorithms have been proposed in the literature such as Nearest Participant First (NPF)
algorithm [24], KMB algorithm [25], pruned Prim′s heuristic [26], referred to as PPH and so on. We actually
consider three multicast schemes in the construction of multicast tree: NPF, pruned Prim′s heuristic and
simply using Dijkstra’s Shortest Path algorithm, namely, DST, to find the shortest path from the source to
each destination and combining all the paths to construct a multicast tree.
The heuristic NPF is a greedy-based algorithm with time complexity O(M |V |2). The procedure is explained
as follow:

1. start from the source node;

2. find a destination node that is closest to the current tree;

3. connect the closest destination node to the closest part of the tree;

4. repeat until all the destinations are connected in the tree.

Prim′s algorithm is a well known approach of finding the minimum spanning tree with time complexity
O(|V |2). Based on the minimum spanning tree obtained, PPH trims the unwanted branches such that the
resulting multicast tree only reaches the given destinations. The total time complexity is O(|V |2 + M |V |).
The algorithm DST, with time complexity O(M |V |2), is straightforward and is actually a special case of
NPF by assuming that the source is the only node on the current tree. Thus, a multicast tree produced by
DST always has equivalent or higher cost than what NPF produces.
An example shown in Figure 2 illustrates the multicast trees constructed by employing various algorithms
described above. Given a multicast session that sourced at node 0 and destined to node {2, 3, 4}, NPF and
PPH construct the same multicast tree and achieve less cost than DST does.

III Tree-based Protection Scheme

In this section, we present the tree-based protection scheme, SPT, to provision a multicast request against
any single-link failure using minimum cost.
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SPT scheme consists of two phases. The first phase is to construct three primary multicast trees by using
the three methods, NPF, PPH and DST, repectively, introduced in the section II. The second phase is to
provision a protection structure to protect each primary multicast tree established in the first phase. A final
survivable multicast session is established by combining the primary multicast tree and its corresponding
protection structure. We choose the final topology with the minimal total cost among three methods.
Although the multicast tree obtained by using DST has the same or higher cost than that achieved by NPF.
The reason to consider DST in only phase one is that the objective considered in our problem is the total cost
of the final survivable multicast session other than the primary multicast tree only. A primary multicast tree
with higher cost in phase one may end up with requiring a protection structure with lower cost to protect it.
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Figure 4: An example of Self-sharing

An example shown in Figure 3 illustrates this property. We have a multicast session sourced at node 6 and
destined at node 0, 3 and 10. The primary multicast tree constructed by using DST has cost 5040, which is
higher than that achieved by NPF, which is 4590. However, the final survivable topology of this multicast
session with the primary tree constructed by DST has lower cost than that with NPF, since it uses the
protection link with lower cost. Therefore, the total cost of the combination of primary tree and protection
structure can still be lower than the structure by using other multicast schemes in phase one.
In the second phase, we find a protection structure for each primary tree obtained in phase one. Each
primary multicast tree is decomposed into a number of segments. Following the definition in [5], a segment
is defined as the sequence of links from the source or any branch node (on a tree) to a leaf node or to a
downstream branch node. For each segment of the tree, the SPT scheme establishes another multicast tree
to protect it, called ”protection tree”. A protection tree is generated by running both NPF and PPH and
selecting the one with the less network cost. We do not consider DST here because DST is a special case of
NPF and can never produce better solution than NPF. Each protection tree must not traverse the segment
it protects. However, it is not necessary for it to pass two end nodes of any segment it protects either.
Any protection tree is a complete multicast tree rooted at the source and destined to all the destinations
regardless of which segment it protects.
We apply the self-sharing introduced in [7] to our protection scheme. Self-sharing means that a backup
path/tree can share capacity not only with other backup paths/trees but also with other edges on the
primary tree. An example of self-sharing is illustrated in Fig. 4. If a link failure occurs on either link
(0, 1) or (1, 2) as shown in Fig. 4(a), we need a protection tree to protect the segment {(0, 1), (1, 2)}, and
the tree is shown in Fig. 4(b). Three links used by the protection tree are newly reserved and they are
{(0, 2), (2, 4), (4, 3)}. However, one capacity reserved on link (2, 3) for primary tree can be shared with this
protection tree and thus the cost of this link in the protection tree is 0. The self-sharing between two
protection trees are shown in Fig. 4(c). To protect against the failure of link (2, 3) in the primary tree,
the second protection tree is constructed. However, four links used by this tree have already been reserved
by the primary and the previous protection trees, which can be shared. Therefore, only one link should be
newly reserved, which is link (4, 3). Accordingly, the cost of rest links are equal to 0, too.
Based on the self-sharing rule, we construct the algorithm, Segment-based Protection Tree (SPT). Before
describing the algorithm, we introduced symbols used in the algorithm are explained in Table 1:
Given a multicast session, we call the combination of primary and all the protection trees as final survivable
topology. Working traffic will be transmitted through the primary tree under the normal condition. The
primary tree is divided into a number of segments and each of them is a basic protection unit. All the links
reserved for protection other than the primary tree in the final topology is called ”pure protection links”.
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Table 1: Notations used in the Algorithms

Notation Meaning

T k
m the kth primary multicast tree obtained

by heuristic k, where 0 ≤ k < 3 and 0, 1
and 2 represents heuristic algorithm NPF,
PPH and DST, respectively

T k
pi

the ith protection tree for primary multi-
cast tree k

Pk the union of all the protection trees for
kth primary tree, denoted by

⋃
i T k

pi

Rk the union of all links used for the multi-
cast session generated by heuristic k, de-
noted by T k

m

⋃
Pk

ce the cost of link e ∈ E

The algorithm SPT is to find the final topology with a cost that is as low as possible.
The SPT is presented in Algorithm 1. Each segment in the primary tree is denoted by l ∈ T k

m. If any existing
protection tree established earlier does not traverse l and its counterpart in the opposite direction2, then l
is protected by this tree upon any failure of link e ∈ l. If no such protection tree exists, a new protection
tree needs to be provisioned. However, the new tree can share any link with all the established trees in Pk

as well as the primary tree T k
m in the modified graph G′ with removal of l. Hence, we set the cost of all links

available for sharing as 0. Then, algorithm NPF and PPH are executed to obtain the new protection trees
T k

pi
and T k

pi′
and the one with the less link cost will be selected and added into the protection tree set Pk

in which the links that do not exist in the final set Rk will also be added. In the final step, three final sets
with three different primary trees are compared and we choose the one with the minimum cost, Rmin, as the
final survivable topology.
Since the number of links of a tree is less than |V |, in the worst case, the number of segments on a primary
tree cannot exceed |V |. Therefore, the time complexity of the heuristic SPT is O(M |V |3).

IV Reconfiguration Calculation

Besides the network cost, the recovery time, referred to as the time period from the occurrence of the failure
to the restoration of the traffic, is another important criterion to evaluate the performance of a protection
approach. The recovery process consists of several stages: failure detection, signaling transmission and switch
reconfiguration in order to reroute the traffic. The switch reconfiguration process consumes the most part of
recovery time, since each reconfiguration takes 10 - 20 ms [27] depending on the technology used. Therefore,
it is essential to figure out the average reconfiguration time upon any link failure in a network.
Based on the SPT approach proposed in Section III, a multicast tree is provisioned first and then each
segment on the tree will be protected by a protection tree. Thus, given a failure in a network, if this link
happens to be used by the multicast tree, a protection tree will be activated to protect it. Accordingly, some
nodes on the protection tree may be required to reconfigure the switches to reroute the traffic. The rule to
determine whether a node needs to reconfigure its switch is whether this node receives the incoming traffic
from a different node or forwards it to a different output node in the protection tree compared to that in
the primary multicast tree.
In order to obtain the average number of reconfigurations upon any link failure that disrupts a given
multicast service, we assume that the primary tree Tm consists of L links and upon the failure of link
e ∈ Tm, a protection tree Tpi

is activated and ri nodes on Tpi
will reconfigure the switch. Therefore, the

2In the rest of the paper, when we say a tree does not travel a link or segment, it indicates that the tree does not travel the
link or the segment in either direction
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Algorithm 1: Segment-based Protection Tree Algorithm (SPT)

Input: G(V, E), d = {s, ti} (1 ≤ i ≤ M)
Output: Rmin

for k = 0; k < 3; k + + do1

construct T k
m by running kth heuristic;2

foreach segment l ∈ T k
m do3

if ∃T k
pi

∈ Pk, s.t. l /∈ T k
pi

then4

continue;5

end6

else7

remove e ∈ l from E;8

set ce = 0, ∀e ∈ Rk;9

run NPF and PPH to obtain protection trees T k
pi

and T k
pi′

, respectively in G;10

select the T k
pi

with less cost and add it to Pk;11

add e to Rk, ∀e ∈ T k
pi

and e /∈ Rk;12

recover ce where e ∈ l;13

end14

end15

if the cost of Rk is less than that of Rmin then16

Rmin = Rk;17

end18

end19

average number of reconfigurations given any link failure is denoted by:

Ravg =

∑
e∈Tm

ri

L
, where Tpi

protects e (1)

Based on the previous analysis, we propose Algorithm 2 to compute the average reconfiguration time with
the application of SPT approach. Several symbols used in the algorithm are explained in Table 2:

Table 2: Symbols used in the Reconfiguration Calculation

Symbol Meaning

L total number of links in the primary tree
Tm

X the set of nodes that consists of {s, ti}
and the nodes that have node degree more
than 2 in the final survivable topology R

Ravg the average number of reconfigurations
given any single link failure

In the Algorithm 2, the set X maintains all the potential nodes that may reconfigure the switch upon a link
failure. Any node in the final survivable topology R has node degree at least two, since R is 2-connected.
Except the source s, every node has at least a parent. If a node has nodal degree 2, the incoming and
outgoing links that the traffic passes through will always be fixed and there is no need for reconfiguration.
Therefore, we only consider the nodes with node degree at least 3 along with the source and the destinations
as the potential nodes. In the algorithm, line 5 checks whether node v needs reconfiguration or not. If yes,
line 6 increases the total number of reconfigurations. Therefore, the average number of reconfigurations is
obtained by the total number divided by the total number of the links in the primary tree shown in line
(11). The time complexity of Algorithm 2 is O(L|V |2).
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Algorithm 2: Reconfiguration Calculation Algorithm of SPT

Input: Tm, {Tpi
}, X

Output: Ravg

Ravg = 0;1

for e ∈ Tm do2

if ∃Tpi
protects e then3

for ∀v ∈ X do4

if ∃(u, v) or (v, u) ∈ Tpi
but /∈ Tm then5

Ravg + +;6

end7

end8

end9

end10

Ravg = Ravg/L;11

V Dynamic Traffic Protection

In this section, we extend SPT algorithm to address dynamic traffic provisioning problem. We introduce
another sharing method, cross-sharing, introduced by [7]. By applying both self-sharing and cross-sharing to
deal with dynamic traffic, we propose two algorithms, Cost-based SPT and Wavelength SPT, by extending
SPT algorithm such that not only the resources can be shared within a session but also among different
sessions.
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Figure 5: An example of Cross-sharing

The basic idea of cross-sharing is to share pure protection links among different multicast sessions. An
example is shown in Figure 5 to illustrate cross-sharing. Two sessions arrive one after the other and the
session {0−>2, 3, 4} comes ahead of the session {1−>4, 5}. The final topology of the first session is shown in
Fig. 5(a). As the second session comes, the primary multicast tree is {(1, 5), (5, 4)} and the pure protection
links are {(1, 0), (1, 4), (0, 5)}. Since the primary trees of session one and two are link disjoint, so the pure
protection link (0, 5) is shared such that only one protection capacity is required to protect both sessions.
This feature will be used to provision dynamic traffic.
Based on the rule of cross-sharing, we combine both self-sharing and cross-sharing to provision each dynamic
multicast session and protect them against single-link failure. We propose two heuristic algorithms, Cost-
based SPT (CB SPT) and Wavelength-based SPT (WB SPT). Each heuristic is still based on SPT algorithm
proposed in the section III for multicast protection. However, we also introduce cross-sharing such that each
pure protection link can be used to protect multiple sessions. The distinction between CB SPT and WB SPT
is that we use different measurements to choose the final topology for each incoming session. The former
chooses the final topology with the minimum overall cost, whereas the latter chooses the final topology with
the minimum number of wavelengths used.
The first heuristic, CB SPT, is shown in as Algorithm 3. We still use three multicast algorithm, DST, NPF
and PPH, to obtain three primary multicast trees. For each segment in a multicast tree, we try to find a
protection tree to protect it as SPT does. The difference here is that any protection tree can not only use
links in the primary tree and other established protection trees, but also pure protection links from other
established multicast sessions.
In the algorithm, lines 1 and 2 construct three primary trees. For each segment, line 4-6 check whether this
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Algorithm 3: Cost-based SPT Algorithm (CB SPT)

Input: G, d = {s, ti} (1 ≤ i ≤ M), CostRmin
=∞

Output: accept or block?
for k = 0; k<3; k++ do1

construct T m
k by running kth heuristic;2

for each segment l ∈ T k
m do3

if ∃T k
pi

∈ Pk, s.t. l /∈ T k
pi

then4

continue;5

end6

else7

remove e∈l from E and set ce = 0, ∀e∈Rk;8

check all the active sessions dj in G;9

for each protection link ej on wavelength λj do10

if the segments protected by ej are link disjoint with l then11

set cej
= 0;12

end13

end14

run NPF and PPH to obtain protection trees T k
pi

and T k
pi′

;15

select the T k
pi

with less cost and add it to Pk;16

add e to Rk, ∀e ∈ T k
pi

and e /∈ Rk;17

update the segments protected by each el where el ∈ T k
pi

;18

end19

end20

if CostRk
< CostRmin

then21

CostRmin
= CostRk

;22

end23

end24

return (CostRmin
== ∞? block : accept);25

segment is protected already by an existing protection tree. If yes, continue to the next segment. Otherwise,
a new protection tree that is link disjoint to the segment has to be provisioned. In order to cross share as
many links as possible. We need to record every session in the network and the detailed information of which
protection link is used to protect which segments. Thus, we iterate every session and every pure protection
link in it. If the segment protected by a protection link is link-disjoint to the segment we are trying to
protect, this link is a potential free link to use. We set its cost to 0. The process is described by lines 9-14.
Then we run PPH and NPF to obtain the protection tree with the lower cost. After each protection tree is
established, we update the final topology and overall cost, which is depicted by lines 15-18. By comparing
three topologies, we choose the one with the minimum cost as the final survivable topologies.
At any given time, we assume the average number of sessions in the network is denoted by |dj |, which can
be calculated by λµ, in which λ is the average arrival rate of multicast sessions and µ is the average holding
time of each session. To check each pure protection link of each session in dj , it takes O(|V |2). Therefore,
the total time complexity of CB SPT is O((|V |2 + |V ||dj ||V |2)) = O(λµ|V |3).
The second heuristic is WB SPT shown in Algorithm 4. Instead of looking for the survivable topology
with the minimum cost, we try to minimize the total traffic flow and choose each session with the minimal
number of wavelengths actually reserved every time. Thus, by extending SPT, the first several steps remain
the same, in which we use three different multicast algorithm to construct three primaries trees and obtain
the segments for each tree. The difference from SPT starts from line 6. Line 6-8 actually summarizes the
total number of links used by the combination of primary and all the protection trees. The next step is
to find all the pure protection links in the survivable topology, which can be cross sharing with other pure
protection links in any existing sessions. If this link is found, the corresponding link in the new session does
not need to be provisioned, which can be subtracted from the total number of wavelengths. This process is

9



Algorithm 4: Wavelength-based SPT Algorithm (WB SPT)

Input: G, d = {s, ti} (1 ≤ i ≤ M), Wk, Wmin=∞
Output: accept or block?
for k = 0; k<3; k++ do1

construct T m
k by running kth heuristic and set Wk=0;2

for each segment l ∈ T k
m do3

construct a protection tree T k
pi

for each segment l, similar to line 2-14 in Algorithm SPT;4

end5

if ∃T k
m and T k

pi
then6

set Wk = |e|, e ∈ Rk;7

end8

for each protection link e ∈ Rk do9

if ∃ protection link ej ∈ dj and segments protected by ej are link disjoint with the segments10

protected by e then

Wk−−;11

end12

end13

if Wk < Wmin then14

Wmin = Wk;15

end16

end17

return (Wmin == ∞? block : accept);18

described by line 9-13. We choose the final topology out of the three as the one with the minimum number
of wavelengths used. The total time complexity is the same as CB SPT, which is O(λµ|V |3).

VI Numerical Results

In order to investigate the overall performance of the proposed multicast protection schemes in our study,
we consider two network topologies: NSF network [28] and USNET [5]. Each link is assigned a certain cost
determined by the distance between two end nodes, in terms of kilometers. USNET has a greater number
of nodes, links and average node degree than NSF network.
The results consist of three parts. In the first part, we calculate the average cost of provisioning a given
multicast session by using SPT in both network topologies. We will compare them with the best existing
heuristics, OPP SDP, as well as the optimal solution developed in [5]. In the second part, we compare the
average number of reconfigurations between SPT and OPP SDP upon any single-link failure. In the last part,
we study the performance of two extended heuristic algorithms, CB SPT and WB SPT, for dynamic traffic
scenarios and compare them with OPP SDP in terms of blocking probability in various traffic scenarios.
We investigate the total link cost to route one multicast session and its protection trees in this part, under
the following assumptions:

1. A network scenario is defined by one source and M destinations and the source and destinations are
randomly generated for each network scenario;

2. The bandwidth requirement of each multicast session is one wavelength and the links of network
topologies are uncapacitated;

3. For each network scenario, we run the simulation 200 times and take the average value.

Given fixed traffic pattern, we compare the average cost, in kilometers, achieved by SPT scheme to that
obtained by with OPP SDP algorithm as well as the optimal solution solved by formulating the problem using
Integer programming, which is also proposed in [5]. Tables 3 and 4 illustrate the average cost of provisioning
a multicast session obtained by the different approaches in NSF and USNET networks, respectively, in which
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the session size denotes the number of destinations in a session and saving ratio reflects the cost saving ratio
of heuristic SPT over OPP SDP and is defined by (COPP SDP − CSPT)/COPP SDP.

VI.1 Single Multicast Session

Table 3: The comparison of average network cost (in kilometers of fibers) of provisioning a survivable
multicast session in NSF network
Session Size 2 3 4 5 6 7 8 9 10 11 12

Optimal 8835.5 10804.1 12537.2 13810.5 15097.2 16240.6 17152.1 18224.8 18984.2 19720.4 21164.9

SPT 8904 11021.8 13274.1 14563.4 15833.7 16899.3 17871.3 19415.3 19876.5 20938.9 22491.9

OPP SDP 8922.2 11292.3 13383 14757.7 16262.6 17420.4 18432 20039.9 20572.7 21648.6 23351.6

Saving (%) 0.202 2.395 0.814 1.316 2.637 2.991 3.042 3.116 3.379 3.278 3.682

Table 4: The comparison of average network cost (in kilometers of fibers) of provisioning a survivable
multicast session in USNET network

Session Size 2 4 6 8 10 12 14 16 18 20 23

Optimal 10839 15909.1 19696.7 22698.9 25518.4 28126.7 30491.4 32935.1 35209.61 37461.0 40838.6

SPT 11076 16233.5 19974 24002.5 27212.5 29638.5 32199 34914 36607.5 39493 42761

OPP SDP 11393 16234 20319.5 24224.5 27649.5 30132.5 32830.5 35526.3 37366.5 39770.6 43307.5

Saving (%) 2.782 0.003 1.700 0.916 1.580 1.639 1.923 1.723 2.031 0.698 1.262

It is clear that results produced by both SPT and OPP SDP are close to the optimal solutions within 10%
in NSF network and 15% in USNET. However, SPT produces lower total cost than OPP SDP approach in
both network topologies. The saving ratio of SPT over OPP SDP in NSF network is between 0.202% and
3.682%, and the maximum saving ratio in USNET is around 2.782% with various session sizes. In NSF
network, the advantage of SPT over OPP SDP gradually increases as the session size increases, which is not
the case in USNET. One of the reasons is that NSF network has a smaller average nodal degree such that
finding two link disjoint paths for each pair of source and destination conducted in OPP SDP scheme may
end up with long paths. However, SPT is not affected as much since different segments may share the same
protection tree. The larger the session size is, the higher the possibility that segments will share protection
with one another. However, this feature cannot be applied to OPP SDP scheme.
In USNET, the average nodal degree is higher and the distances between different pairs of nodes do not
vary as much as in the NSF network. The shortest path pair established earlier in OPP SDP scheme may
be shared by other source and destination pairs with higher probability. Therefore, the advantages of SPT
scheme is not as significant as that in NSF network.

VI.2 Average Number of Reconfigurations

Since the agility of recovering from failures through rerouting on backup paths, or trees, is decided by
the number of switches that need to be reconfigured, we study the failure recovery performance in terms of
average number of switch reconfigurations given any link failure in both NSF and USNET network topologies.
The method of calculating the number of reconfigurations in the SPT scheme has been presented in Section
IV. In OPP SDP scheme, the shortest pair of paths between the source and each destination is constructed.
We consider one as the primary path and another as the protection path. The combination of all the primary
paths construct a primary multicast tree. We assume that when a link on the multicast tree fails, all the
disrupted primary paths will be rerouted from the source to the corresponding destinations through the
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protection paths. Accordingly, the same reconfigurations rule described in STP can be applied here. Hence,
we obtained the average number of reconfigurations of both protection schemes in NSF and USNET networks
as shown in Fig. 6 and 7. Each value is obtained by taking the average over 200 independent cases for each
network scenario.
It is obvious that the average number of reconfigurations increases as the session size increases in both
topologies due to the fact that final topology gets larger and denser and link sharing becomes more prevalent
between different source and destination pair. Therefore, the average nodal degree of the survivable multicast
session gets higher and more nodes will become potential switch nodes. Thus, more nodes will actually
reconfigure their switch upon a link failure. However, the increase in the number of reconfigurations under
the OPP SDP approach is much faster than SPT as the increase of the session size, because the larger
number of destinations in the session results in a greater number of path pairs in the multicast topology and
one link capacity may be shared by a large number of primary paths. Therefore, one link failure will disrupt
more primary paths and cause more reconfigurations. As we can see in the figures, the performance of SPT
and OPP SDP are close when there are only two destinations. However, when they provision broadcast
services, the advantages of SPT over OPP SDP reaches almost 30% in NSF network and 86% in USNET.
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Figure 6: Comparison of Average Number of Reconfigurations, Per Single Link Failure, in NSF network
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Figure 7: Comparison of Average Number of Reconfigurations, Per Single Link Failure, in USNET network

However, SPT performs very well in USNET since the average number of reconfigurations grows very slowly
as the session size increases. Since each protection tree is independent from one another and also from
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the multicast tree, each protection tree can share a large number of links with the primary tree except
the segment it protects, which means any link failure will not result in a significant change between the
multicast tree and the corresponding protection, especially when the session size is very large. Therefore,
only a limited number of nodes may need reconfiguration differing significantly from OPP SDP scheme in
the same scenario. In summary, SPT outperforms OPP SDP in terms of the configuration time in all the
network scenarios in our study and the advantages vary from 10% to 86%.
One may conclude from the above two sections that, while the cost advantages of SPT over OPP SDP are
modest, recovery from failures when using SPT can be much faster than OPP SDP, especially if serial failure
signaling is used.

VI.3 Dynamic Multicast Sessions

We also study the performance of two extended heuristic algorithms, CB SPT and WB SPT, and compare
them with OPP SDP for dynamic traffic scenarios. The simulation is conducted on two realistic networks,
NSFNET and USNET. In each simulation run, 1000 randomly generated multicast requests are loaded to
the network sequentially and the reject ratio is recorded.
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Figure 8: Blocking Probability of dynamic multicast sessions with Erlang=100 in NSFNET
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Figure 9: Blocking Probability of dynamic multicast sessions whose session sizes are uniformly distributed
in [2, 12] in NSFNET
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Figure 8 and 9 show the comparison of blocking probability in NSFNET with various traffic scenarios. Each
value in the figures is calculated by averaging the results of 200 independent cases at each traffic scenario. In
Fig. 8, we simulate multicast sessions with different size, which vary from 2 to 12, but with the fixed traffic
load, which is represented by 100 Erlangs. Since the traffic load in Erlangs = λµ, which means in a fixed
time slot, the number of arrival sessions is 100 times of that of departure sessions. The blocking probability
increases as the session size increases, since the larger the multicast session is, the more resources will be
consumed. In Fig. 9, x axis represents the load in Erlangs which increases from 10 to 100 and we uniformly
distribute the multicast session size between 2 and 12 for each scenario. In both figures, our proposed
schemes, CB SPT and WB SPT, achieves lower reject ratio than OPP SDP does, which was claimed as the
most capacity efficient multicast protection scheme. Among them, WB SPT achieves the best solution, since
we try to use the minimum number of wavelengths to provision each session regardless of the cost of the
session. In this case, more resources can remain for future sessions. More than half the sessions are rejected
and three schemes behave almost the same. Due to the large size of each session, the network cannot benefit
enough from cross-sharing to accept more multicast sessions.
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Figure 10: Blocking Probability of dynamic multicast sessions where session sizes are uniformly distributed
in [2, 20] in USNET
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Figure 11: Blocking Probability of dynamic multicast sessions with Erlang=100 in USNET

We also study the dynamic traffic scenarios in USNET network as shown in Figure 10 and 11. In Fig. 10,
the multicast session size is uniformly distributed between 2 and 20. In Fig. 11, the traffic load in terms
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of Erlang is fixed at 100. We can observe that comparison to the OPP SDP without cross-sharing, both
CB SPT and WB SPT have significant advantages over OPP SDP in terms of blocking probability. The
advantage reaches 20% as the traffic load or the multicast size increases. In such a dense network, WB SPT
still behaves better than CB SPT, but the advantage is almost invisible. By combining the results from two
networks, we can observe that WB SPT achieves the best blocking probability in all the scenarios considered,
which means minimizing the total number of wavelengths for each arrival multicast session is more efficient
than minimizing the total link cost of each session. In fact, by making the cost of each link in the network
equal to each other, WB SPT is equivalent of CB SPT. This means WB SPT can be considered as a special
case of CB SPT.
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Figure 12: Average cost of each accepted session in NSFNET where traffic load equals 100 Erlangs and the
number of wavelengths on each link equals 32
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Figure 13: Average cost of each accepted session in USNET where traffic load equals 100 Erlangs and the
number of wavelengths on each link equals 64

In addition, we further compare CB SPT and WB SPT protection schemes in terms of the average cost of
each accepted multicast session. In practise, each multicast session may come from an independent user. The
network operator may charge each user by the total cost of each session. Therefore, we study the average cost
of each multicast session in NSFNET and USNET and results are shown in Figure 12 and 13, respectively. For
each traffic scenario with a unique session size, we take the average value over 1000 independent cases. We can
observe that CB SPT achieves slightly lower cost than WB SPT does. This is predictable because CB SPT
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chooses the final topologies with the minimum cost out of three multicast provisioning schemes. However, the
advantages are very small in both networks, especially in USNET. Consider the overall performance of both
overall blocking probability and average cost, CB SPT and WB SPT perform very close in relatively large
network with high nodal degree such as USNET. In sparse and medium size network, such as, NSFNET,
WB SPT can achieve better capacity efficient in terms of blocking probability, but CB SPT has a small
advantage in terms of the average cost of each accepted session.

VII Conclusions

This paper studied the problem of provisioning survivable multicast sessions in optical fiber based backbones,
which are the backbones used in the future Internet. Protection against single link failures is provided such
that minimum amounts of resources are used. The paper introduced a heuristic algorithm, Segment-based
Protection Tree (SPT), to provision and protect a multicast session. In the SPT scheme, three primary
multicast trees are established first by three different multicast provisioning approaches, NPF, PPH and
DST, respectively, and then each segment of each primary tree is protected by a multicast tree, called
protection tree, which is selected out of two candidates produced by NPF and PPH, respectively. Each
primary tree and its corresponding protection trees compose a survivable topology. We choose the one with
minimum network cost as the final topology. By extending SPT, we also proposed two schemes, CB SPT
and WB SPT, to protect dynamic multicast sessions, in which we utilize the feature of self-sharing and
cross-sharing to enable maximum protection capacity sharing within a multicast session as well as among
different multicast sessions.
We studied the performance of SPT in terms of network cost and average number of reconfigurations. SPT
uses no more than 10% extra cost over the optimal solution under all network scenarios considered and only
5% extra cost over the optimum when the session size is very small or large, such as unicast or broadcast,
respectively. In terms of both cost and recovery performance, SPT achieves better than OPP SDP, which
was considered as the best capacity efficient scheme. We also studied the dynamic traffic scenarios, and
the results show that our proposed schemes, CB SPT and WB SPT, also achieve better overall blocking
probability than OPP SDP in various network scenarios, in which WB SPT achieves the better capacity
efficiency but CB SPT achieves lower average cost of each session.
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