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Abstract—This paper introduces a network coding-based pro-
tection scheme against single and multiple link failures. Te
proposed strategy ensures that in a connection, each nodeceives
two copies of the same data unit: one copy on the working
circuit, and a second copy that can be extracted from linear
combinations of data units transmitted on a shared protectn
path. This guarantees instantaneous recovery of data unitspon
the failure of a working circuit. The strategy can be implemented
at an overlay layer, which makes its deployment simple and
scalable. While the proposed strategy is similar in spirit b the
work of Kamal '07 & ’'10, there are significant differences. In
particular, it provides protection against multiple link f ailures.
The new scheme is simpler, less expensive, and does not requi
the synchronization required by the original scheme. The saring
of the protection circuit by a number of connections is the kg to
the reduction of the cost of protection. The paper also condets
a comparison of the cost of the proposed scheme to the 1+1 and
shared backup path protection (SBPP) strategies, and estéishes
the benefits of our strategy.

|. INTRODUCTION

from the protection circuit. Therefore, when a working ciitc
fails, another copy is readily available from the proteatio
circuit. The sharing of the protection circuit was implertezh
by transmitting data units such that they are linearly comadi
inside the network, using the technique of network coding
[16]. Two linear combinations are formed and transmitted
in two opposite directions on a p-Cycle [4]. We refer to
this technique as 1+N protection, since one set of protectio
circuits is used to simultaneously protect a number of wugki
circuits. The technique was generalized for protectionrega
multiple failures in [14].

In this paper, we propose a new method for protection
against multiple failures that is related to the technigogés
[15], [14]. Our overall objective is still the same; howeyver
the proposed scheme improves upon the previous techniques
in several aspects. First, instead of cycles, we use paths
to carry the linear combinations. This reduces the cost of
implementation even further, since in the worst case the

Research on techniques for providing protection to networbath can be implemented using the cycle less one segment
against link and node failures has received significanhtitie (that may consist of several links). Moreover, a path may
[1]. Protection, which is a proactive technique, refers tge feasible, while a cycle may not. Second, each linear
reserving backup resources in anticipation of failureshshat - compination includes data units transmitted from the same
when a failure takes place, the pre-provisioned backupit¥c yonq, as opposed to transmitting data units from different
are used to reroute the traffic affected by the failure. S#vegoynds as proposed in [15]. This simplifies the implemeatati
protection techniques are well known, e.g., in 1+1 pro®tti ang synchronization between nodes. This aspect is esfyecial
the_c.onnectlontrafﬁc is s.|multa.neously transm|_tted onlwo important when considering a large number of protection
disjoint paths. The receiver, picks the path with the stB®ngpaths, since synchronization becomes a critical issue i1 th
signal. On the other hand in 1:1 protection, transmission @3se. The protocol implementation is therefore self-atock
the backup path only takes place in the case of failure. Glearince data units at the heads of the local buffers in each node
1+1 protection provides instantaneous recovery from failu gre combined provided that they belong to the same round.
at increased cost. However, the cost of protection cirasits gyerall, these improvements result in a simple and scalable
at least equal to the cost of the working circuits, and tyihica protocol that can be implemented at the overlay layer. The
exceed_s it. To reduce the cost of protection circuits, 1daner also includes details about implementing the prapose
protection has been extended to 1:N protection, in which 08§ ateqy. Recently, a network coding scheme to protechagai
backup circuit is used to protect N working circuits. HOwgVe 3 compination of adversarial errors and failures under alaim

failure detection and data rerouting are still needed, Whig,odel was proposed in [2]. In this case more protection
may slow down the recovery process. In order to reduce thgsources are required.

cost of protection, while still providing instantaneousaeery,  Thjs paper is organized as follows. In Section Il we intro-
references [13], [15] proposed the sharing of one set gfice our network model and assumptions. In Section 11l we
protection circuits by a number of working circuits, suclatth jhoduce the modified technique for protection againsglgin
each receiver in a connection is able to receive two copiesgfj,res. Implementation issues are discussed in Sectibn |
the same data unit: one on the working circuit, and another ofy section V we present a generalization of this technique fo
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assignment is discussed in Section VI. In Section VII we
present an integer linear programming formulation to psmn
paths to protect against single failures. Section VIl pdes
some results on the cost of implementing the proposed tech-



nigue, and compares it to 1+1 protection and SBPP. Sectiorb) Links of the protection path protecting a set of connec-

IX concludes this paper with a few remarks. tions have the same capacity of these connections, i.e.,
B.
Il. MODEL AND ASSUMPTIONS 6) Segments of the protection path are terminated at each

In this section we introduce our network model and the  connection end node on the path. The data received on
operational assumptions. We also define a number of vagable  the protection path segment is processed, and retrans-
and parameters which will be used throughout the paper. mitted on the outgoing port, except for the two extreme
A Network Model nodes on the protection path.

) ) 7) Data units are fixed and equal in size.
We assume that the network is represented by an undirecteg) Nodes are equipped with sufficiently large buffers. The

graph,G(V, E), whereV is the set of nodes and' is the upper bound on buffer sizes will be derived in Section
set of edges. Each node corresponds to a switching node, |y

e.g., a router, a switch or a crossconnect. Network USersg) when a link carrying active (working) circuits fails, the
access the network by connecting to input ports of such = yaceiving end of the link receives empty data units. We
edge corresponds to two transmission links, e.g., fiber&wh 10y The system works in time slots. In each time slot a new

carry data in two opposite directions. The capacity of each  gata unit is transmitted by each end node of a connection
link is a multiple of a basic transmission unit, which can be  op jts primary path In addition, this end node also

wavelengths, or smaller tributaries, such as DS-3, or Ol 3. transmits a data unit in each direction on the protection

this paper, we do not impose an upper limit on the capacity of path. The exact specification of the protocol, and the

a link, and we assume that it carries a sufficiently large nesmb data unit is given later.

of basic tributaries, i.e., we co_nsider_the qncapacitateziac 11) The amount of time consumed in solving a system of
In order to protect against single link failures, the netkvor equations is negligible in comparison to the length of a

graph needs to be at least 2-connected. That is, between each time slot. This ensures that the buffers are stable

pair of nodes, there needs t(_) be at least two link disjo_int-l-he symbols used in this paper are listed in Table I, and
paths. TCTGE) numbher fofhprotectl(;]n r()jaths, dand thﬁ connectionsg he further explained within the text. The upper half bgt

prtzjteﬁtg )(/jeag of t es?l pat hs epen ks on the connectigng. gefines symbols which relate to the working, or primary
and their end points, as well as the network graph. An exampi§, e tions, and the lower half introduces the symbols used

of connection protection_in NSF_NET _Wi” b_e given in Sectioqn the protection circuits. All operations in this paper axer
[ll. In general, for protection againgt/ link failures, the graph the finite field GF(2™) wherem is the length of the data

nee_ds 10 bQM .+ 1)-conne_cted. _ . . unit in bits. It should be noted that all addition operati¢#}
Slnce. prov!dmg protectllon to connec.t|0ns will require th%verGF(T") can be simply performed by bitwise XOR's. In
use of finite field arithmetic, these functions are betterlemnp fact, for protection against single-link failures we ongquire

me”teo_' |n.the elgctronlc domain. Therefore, we as;ume tré‘f'i‘ltdition operations, which justifies the last assumptioovab
protection is provided at a layer that is above the opticgdia

and this is why we refer to this type of protection@sgerlay Ill. 1+N PROTECTIONAGAINST SINGLE LINK FAILURES

protection In this section we introduce our strategy for implementing

network coding-based protection against single link faiu
Consider a set ofN bidirectional, unicast connections,

We make the following operational assumptions: where the number of connections is given by = |N|.

1) The protection is at the connection level, and it i€onnectioni < j is between nodesS; and 7;. Nodes
assumed that all connections that are protected togetlser and 7; belong to the two ordered set§ and 7,
will have the same transport capacity, which is the maxespectively. Data units are transmitted by nodesSirand
imum bit rate that has to be handled by the connectioff. in rounds, such that the data unit transmitted frgin

B. Operational Assumptions

We refer to this transport capacity @' to 7; in round n is denoted byd;(n), and the data unit
2) All connections are bidirectional. transmitted from7}; to S; in the same round is denoted
3) Paths used by connections that are jointly protected a5 «;(n) 4. The data units received by nodes and 7

link disjoint. are denoted byi; and d;, respectively, and can be zero in

4) A set of connections will be protected together by the case of a failure on the primary circuit betwegrand 7.
protection path. The protection path is bidirectional,

and it passes through all end nodes of the protecte
p- 9 . . . P s the terms primary and working circuits, or paths, will bedig@erchange-
connections. The protection path is also link d|510|n§bly_

from the paths used by the protected connections. STypically, a single connection will have a bit rate on theerdf 10's or

100's of Mbps that is much lower than the capacity of a fiber waaelength.

IThroughout this paper we assume that all connections tlapartected Therefore, we assume that the processing elements of ahawgtoode will

together have the same transport capacity. The case of ahémunsport be able to process the data units within the transmissioe ¢iftone data unit.
capacities can also be handled, but will not be addressedismpaper. 4For simplicity, the round number;, may be dropped when it is obvious.



TABLE |
LIST OF SYMBOLS UPPER HALF ARE SYMBOLS USED FOR WORKING
PATHS, AND LOWER HALF ARE SYMBOLS FOR PROTECTION PATHS

Symbol Meaning
N set of connections to be protected
N number of connections |
S, T two disjoint ordered sets of communicating nodes,
such that a node i communicates with a node
in7T
Sk, Tk sets of connection end nodes protectediyy
Si, T nodes inS and 7, respectively
d;, uj data units sent by nodes; and 7}, respectively
d;, Qs data units sent by nodeS; and T, respectively,
on the primary paths, which are received by their
respective receiver nodes . . o .
T(S;) node in7 transmitting to and receiving frons; Fig. 1. An example of enumerating the nodes in five connestidtodeTs
S(Ty) node inS transmitting to and receiving fror; is the first node to be encountered while traversfigwhich communicates
B the capacity protected by the protection path with a node inS that has already been enumeratéd )(
n round number
M total number of failures to be protected against
(M =1 in Section III). ; ; ; ; ; ;
P (or Py) bidirectional path used for protection opposite dlre_ctlons on the protectlon pakh,the S|gr_1als given
P set of protection paths by the following two equations, where all data units belomg t
S, T unidirectional paths ofP started byS; and 71, the same roundy:
respectively
a(Si)(o(Ty)) the next node downstream froifi; (respectively d; + m 1
e oo Soodt+ Y (1)
o71(8;)(e71(Ty))  the next node upstream froi}; (respectivelyT};) k, SkEA k, T,€B
onS 7
U u d 2
T(S:)(7(T})) the next node downstream froii; (respectively it Z Bt Z k 2)
Tj) onT k, TLeB k, SkEA
—1(8\(+=1(T: ) i ) N .
T (ST HT) the next node upstream frot; (respectively”)  where A and B are disjoint subsets of nodes in the ordered
Xu(xP) delay over working (protection) path set of nqdesS and 7T, respe_ctwely, su_ch that a node m
Fs(S:)(Fr(S:)) buffers at nodeS; used for transmission on tf&  communicates with a node B, and vice versa. If the link
(T) paths _ - fai . ,
ik scaling coefficient used for connection betwe®n bgtweenSZ .and 7 fa.lls’ thenu; can be recovered bg; by
andT; on P, simply adding equations (1) and (2).
Ye(ze) The data unit transmitted on link € S (e € T We now outline the steps involved in the construction
respectively) ; ; ; ;
K The total number of protection paths, i.é2| of the primary/protection paths and the encoding/decoding

operations at the individual nodes.

A. Protection Path Construction and Node Enumeration

The two ordered setsS = (S51,52,...,5y) and 7T =
(Th, Ty, ..., Tx) are of equal lengthsy, which is the number
of connections that are jointly protected. If two nodes com-
municate, then they must be in different ordered sets. These
two ordered sets define the order in which the protection,path
P, traverses the connections’ end nodes. The ordered set of
nodes inS is enumerated in one direction, and the ordered
set of nodes ir7 is enumerated in the opposite direction on )
the path. The nodes are enumerated such that one of the two
end nodes oP is labeledS;. Proceeding o and inspecting
the next node, if the node does not communicate with a nodey
that has already been enumerated, it will be the next node
in S, using ascending indices faf;. Otherwise, it will be in
7T, using descending indices fdr;,. Therefore, nodd? will
always be the other end node ®n The example in Figure 1
shows how ten nodes, in five connections are assigne$l to
and7. The bidirectional protection path is shown as a dashed
line.

Under normal working conditions the working circuit will
be used to delived; andu; data units fromS; to 7; and from
T; to S;, respectively. The basic idea for receiving a secor}'ﬁol

1)

Find a bidirectional pafh P, that goes through all the
end nodes of the connections i P consists of two
unidirectional paths in opposite directions. These two
unidirectional paths do not have to traverse the same
links, but must traverse the nodes in the opposite order.
One of these paths will be referred to &i®nd the other
one asT.

Given the set of nodes in alV connections which are

to be protected together, construct the ordered sets of
nodes,S and7, as explained above

) AnodeS; inS (1} in T) transmitsd; (u;) data units to

a node in7 (S) on the primary path, which is received
as dz (ﬂj)

Transmissions on the two unidirectional patisand

T are in rounds, and are started by nodgsand 77,
respectively. All the processing of data units occurs
between data units belonging to the same round.

5The path is not necessarily a simple path, i.e., verticesliakd may be
repeated. We make this assumption in order to allow the imeigation of
r proposed scheme in networks where some nodes have adegtak of
Although the graph theoretic name for this type of patha walk we

copy of datau,; by nodeS;, for example, is to receive on two continue to use the terpath for ease of notation and description.
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o T(S;): node in7 transmitting to and receiving from;,
e.g. in Fig.1,7(S1) = Tx.

o S(T}): node inS transmitting to and receiving frori).

e 0(Si)/o(T;): the next node downstream frofy (respec-
tively T;) on S, e.g., in Fig.1,0(S2) = Ss.

e 071(S;)/o71(T}): the next node upstream fros} (re-
spectivelyT;) on S, e.g., in Fig.1,0~(T5) = S;.

o 7(S5;)/7(T};): the next node downstream frof (respec-
tively 7;) on T, e.g., in Fig. 1,7(T4) = Ss.

o 771(S;)/771(T}): the next node upstream frois}; (re-
spectivelyT;) on T,e.qg., in Fig.1,7=1(S5) = Ty.

We denote the data unit transmitted on liak S by y. and
the data unit transmitted on link € T by z.. Assume that
Fig. 2. An example of provisioning and protecting four coctiens on NnodesS; and7; are in the same connection. The encoding

NSFNET. operations work as follows, where all data units belong ® th
same round.
1) Encoding operations ab;. The nodesS; has access to
It is to be noted that it may not be possible to protect all ~ data unitsi; (that it generated) and data unif received
connections together, and therefore it would be necessary On the primary path front’;.
to partition the set of connections, and protect connestion a) It computesy,-1(s,)—s, + (di + ;) and sends it
in each partition together. We illustrate this point usimg t on the link S; — &(S;); i.e.

example shown in Figure 2, where there are four connections
(shown using bold lines) that are provisioned on NSFNET:
Cy = (3,12), Cy = (4,10), C3 = (0,7) and Cy = (1,11).

It is not possible to protect all four connections together
using one protection path that is link disjoint from all four
connections. Therefore, in this example, we use two priiect
paths: one protection path (3,4,5,8,10,12) protectihgand

Cs, and is shown in dashed lines; and another protection path 28, r(S:) = Zr-1(51)—s; + (di + 1)
(0,1,3,4,6,7,10,13,11) protecting; and Cy, and is shown in

dotted lines. Notice that all connections that are protécte 2) Encoding operations af’;. The nodeT; has access to
together, and their protection path are link disjoint. Thel e data unitsu; (that it generated) and data uritreceived
nodes inC; and Cy are labeledS;, S», 77 and T, while on the primary path frons;.

the end nodes i’; and C, are labeledS;, S, Ty and T3,
respectively. In the above example, it is assumed that each
connection is established at an electronic layer, i.e. venmlay
layer above the physical layer. For example, the workindp pat .
of a connection can be routed and established as an MPLS Y1y —o(1y) = Yo i (1y)—1; + (di +u5)

Label Switched Path (LSP), which can be explicitly routed in

the network, as shown in the figure, and therefore the paths of b) It computesz.—1(1;) 7, + (d; + u;) and sends it
the connections which are jointly protected, e(@.,andC5 in on the linkT; — 7(T}); i.e.

the above example, can be made link disjoint. However, when
it comes to the protection path, since the data units tratteuni

on this path need to be processed, the protection path can be
provisioned as segments, where each segment is an MPLS ) ) ) ,
LSP which is explicitly routed. For the example of Figure 2, An example in V,Vh'Ch t_hree nod(_as pgrform this procedure in
the protection path protecting connectiofis and C, can be the absence of failures is shown in Figure 3.

provisioned as three MPLS LSPs, namely, (3,4), (4,5,8,a48)a Considers’ C S and let \V'(S") represent the subset of
(10,12). nodes in7 that have a primary path connection to the nodes

in S’ (similar notation shall be used for a subgét C 7).

Let Dg(S;) andUs(S;) represent the set of downstream and

upstream nodes &f; on the protection patB (similar notation
The network encoding operation is executed by each nosleall be used for the protection pdil). When all nodes i&

in S and 7. To facilitate the specification of the encodingand7 have performed their encoding operations, the signals

protocol we first define the following. received at a nod§; on theS andT paths, respectively, are

ySiHU(Si) = ya*(&-)—»Si + (dl + ﬁ’7)

b) It computesz;-1(g,)—g, + (d; + ;) and sends it
on the link S; — 7(95;); i.e.

a) It computesy,—1(r,)—1, + (d; + u;) and sends it
on the linkT; — o(Tj); i.e.

2y (ty) = 2eor (), + (i )

B. Encoding Operations 0§ and T
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Fig. 3. Example of three nodes performing the encoding phoee Note
that the addition (bitwise XOR) of two copies of the same dati, e.g.,d;
andd;, removes both of them.

as follows
yafl(Sﬂ—ﬁSi
- Y ar Y W
{k:S,EUs(S;)NS} {k:TweN (Us(S:)NS)}

From nodes upstream &f; on S in S

+ > up + > de, and  (3)
{k:T), €Us (S;)NT} {k:SkEN (Us(S:)NT)}

From nodes upstream f; on S in 7

ZTfl(Si,)—hS’i
- Y ar Y
{k:S, €UT(S:)NS} {k:TR €N (U (S:)NS)}

From nodes upstream &f; on T in S

+ Z uy, + Z dk (4)

{k:Ty €U (S:)NT} {k:SLEN (U (S:)NT)}

From nodes upstream &; on T in 7

Similar equations can be derived for nodg

C. Recovery from failures

The encoding operations described in Subsection IlI-Baallo
the recovery of a second copy of the same data unit transhitte
on the working circuit, hence protecting against singlek lin
failures. To illustrate this, suppose that the primary pa

between nodess; and T fails. In this case,S; does not
receiveu; on the primary path, and it receivés = 0 instead.
Moreover,d; = 0. However, S; can recoveru; by adding
equations (3) and (4). In particular node computes

Yo=1(8;)—S; T 2r-1(8;)—8; = Z dy + Z Uk
{k:SLeS\{Si}} {k:T,€T}
Y wmt Y
{k:T €T\ {T;}} {k:SkES}
= CL‘ + u;
—u; (sinced; =0.) (5)

Similarly, T; can recovetl; by adding the values it obtains
overS andT . For example, if the working path betweéh
and 75 in Figure 3 fails, then at nodé> adding the signal
received onS to the signal received off, thenus can be
recovered, sincél, generatedus. Also, node7; adds the
signals onS and T to recoverds.

Notice that the reception of a second copyugfandd, at
So and Ts, respectively, when there are no failures, requires
the addition of theads andusy signals generated by the same
nodes, respectively.

As a more general example, consider the case in Figure 1.
Node S5, for example, will receive the following signal dst

(di +1i2) + (dz+ii5) + (ds+ 1) + (da+ iia) + (us +d2), (6)
and will receive the following orT:
(uq +CZ3)+(UQ+31)+(U3+CZ5)+(U4+CZ4). (7

If the link betweenSs and T3 fails, thends = 0, and adding
equations (6) and (7) will recover; at Ss.

IV. IMPLEMENTATION ISSUES

In this subsection we address a number of practical imple-
mentation issues.

A. Round Numbers

Since linear combinations include packets belonging to
the same round number, the packet header should include a
round number field. The field is initially reset to zero, and is
updated independently by each node when it generates and
sends a new packet on the working circuit. Note that there
will be a delay before the linear combination propagating on
S and T reaches a given node. For example, in Figure 3
assuming that all nodes started transmission at tipm@deSs
shall receive the combination corresponding to roGnaver
S, d1(0) +11(0) 4+ d2(0) + 12(0) after a delay corresponding
to the propagation delay between nodgsandSs, in addition
to the processing and transmission times at ndfjeand Ss.
However since the received data unit shall contain the round
number0, it shall be combined with the data unit generated
by S5 at time slot0.

The size of the round number field depends on the delay
of the protection path, including processing and transionss
imes, as well as propagation time, and the working circuit
delay. It is reasonable to assume that the delay of any wgrkin
circuit is shorter than that of the protection circuit; athése,

the protection path could have been used as a working path.
Thus, when a data unit on the protection path corresponding
to a particular round number reaches a given node, the data
unit of that round number would have already been received
on the primary path of the node.

In this case, it is straightforward to see that once a data
unit is transmitted on the working circuit, then it will take
more than twice the delay of the protection path to recover
the backup copy of this data unit by the receiver. Therefore,
round numbers can then be reused. Based on this argument,



the size of the set of required unique round numbers is uppe

1 —
Fs(S) 1 Fs(S;) =
bounded by2a, where Y 1 —— =
@ ) 1 @ a ~
i i Tr =
a:( - XP. ; - ; ~| . (8) oo|=Z | #l : oo ﬁ;@ :ZE =
(Protection data unit size in bits)/B 7| gt X ET|ET +
. . . R > | = g
xp in the above equation is the delay over the protection | f
circuit, andB is the transport capacity of the protection circuit, () 1 o(n+1) g
H H H H H rimary pat| o 1 rimary path N
which, as stated in Section II-B, is taken as the maximum Primay peth | y(n+1) | Primay bt | fy(n + 2)
over all the transport capacities of the protected conossti 8 ! 8
A sufficiently long round number field will require no more
than log (2(1) bits. Fig. 4. An illustration of the use of node bufféis(S;). (a) Shows the status
2 of the buffers before data unit at roumdhas been processed. (b) Shows the
B. Synchronization status of the buffers after the data unit at roundhas been processed. Note

. . . o that the data units corresponding to roundhave been purged from both
An important issue is node synchronization to rounds. Thjg(s;) and the primary path receive buffer. The operation of othfebs

can be achieved using a number of strategies. A simple giraté similar.
for initialization and synchronization is the following:

o In addition to buffers used to store transmitted and
received data units, each node € S has two buffers,
Fs(S;) and Fr(.S;), which are used for transmissions on
the S and T paths, respectively. Nod€; € 7 also has
similar buffers,Fs(T;) and Fr (7).

« NodeS; starts the transmission a@f (0) on the working
circuit to T'(S1). When S, receivesiy(s,)(0), it forms
d1(0)+17(s,)(0) and transmits it on the outgoing link in .
S. Similarly, nodeT’ will transmitw;(0) on the working (XP T MaX1 <w<N Xw — MINI<w<N wa
circuit, anduy (0) 4 dg(7,)(0) on the outgoing link irT. Data unit size in bits/B

o NodeS;, fori > 0, will buffer the combinations received
on S in Fs(S;). Assume that the combination with the
smallest round number buffered ifs(S;) (i.e., head
of buffer) corresponds to round number When S;
transmits d;(n) and receivesirg,)(n), then it adds
those data units to the combination with the smallest
round number inFg(.S;) and transmits the combination V. PROTECTION AGAINST MULTIPLE FAULTS
on S. The combination with round number is then  We now consider the situation when protection against
purged from F5(S;). Similar operations are performedmultiple (more than one) link failures is required. In thisse it
on Fr(S;), Fs(T;) and Fr(T;). Note that purging of is intuitively clear that a given primary path connectioreds
the data unit from the buffer only implies that thewo be protected by multiple bi-directional protection patfio
combination corresponding to roumdhas been sent andsee this we first analyze the sum of the signals received on
should not be sent again. However noflg needs to S and T for a nodeS; that has a connection to nodg
ensure that it saves the value of the data unit received when the primary paths; — T; andS; < T} protected by
S as long as needed for it to be able to decages,)(n) the same protection path are in failure. In this case we have
if needed. An illustration of the use of those buffers ig, = d;; = 4; = 4; = 0. Therefore, at nodé&; we have,
shown in Figure 4.

This is because it will takg., units of time over the path
w used by the connectiofi(T}) <« T; to receivedS(Tl),
and then start transmission on tfiepath. An additional
xp units of time is required for the first combination to
reach S;. The numerator in the above equation is the
maximum of this delay.

« The receive buffer is upper bounded by

The numerator in the above equation is derived using
arguments similar to the transmit buffer, except that for
the first data unit to be received, it will have to encounter
the delay over the working circuit; hence, the subtraction
of the minimum such delay.

C. Buffer Size Yoot(s)—8; T 2r1(si)—s; = Yo dt D>
' ) o _ {k:5peS\{S:}} {k:T,eT}
Assuming that all nodes start transmitting simultanequsly . i

then all nodes would have decoded the data units correspond- + Z g+ Z k

{k:TR€T\{T;}} {k:S,€S}

ing to a given round number in a time that does not exceed
= (di +uyr) + u;.
Xp + mMax X

ISwsN Note that nodeS; is only interested in the data unit; but it

wherey,, is the delay over working path. can only recover the sum af; and the term(d;: + uj:), in
Based on this, the following upper bounds on buffer sizgghich it is not interested.
can be established: We now demonstrate that if a given connection is protected
« The transmit buffer, as well as thfes and F'r buffers are by multiple protection paths, a modification of the protocol
upper bounded by presented in Section I11-B can enable the nodes to recowar fr
i XP + Maxi<y<N Xw ] multiple failures. In the modified protocol a node multiglie

Data unit size in bits/B the sum of its own data unit and the data unit received over



its primary path by an appropriately chosen scaling coeffici It should be clear that we can find expressions similar to the
before adding it to the signals on the protection path. Thaes in (3) and (4) in this case as well.

scheme in Section IlI-B can be considered to be a specl'gal R ¢ fail
case of this protocol when the scaling coefficient i§.e., the — ecovery from failures

identity element oveGF(2™)). Suppose that the primary paths — T and.S; < T fail,

It is important to note that in contrast to the approachnd they are both protected ;. Consider the sum of the
presented in [14], this protocol does not require any syfignals received by node€; over S, andT}. Similar to our
chronization between the operation of the different prooec discussion in 11I-C, we can observe that
paths.

As before, suppose that there ake bi-directional unicast
connections that are to be protected against the failurenpf aNote that the structure of the equation allows the nddé¢o
M links, for M < N. These connections are now protectetteat (d;; + u;/) as a single unknown. Thus from protection
by K protection path®;,k = 1,..., K. Protection pati®, pathP,, nodesS; obtains one equation in two variables. Now,
passes through all node$, C S and7, C 7 where the if there exists another protection pdth that also protects the
nodes inS, communicate bi-directionally with the nodes inconnectionsS; < 7 and S; < T}/, then we can obtain the
Tx. Note thatuX | S, = S andUE_ 7, = 7. The ordered following system of equations in two variables

Yo1(8,)—8; T 2r-1(8)—8; = Qiresjr (dir + ujr) + Qi kU

setsS;, and S; are not necessarily disjoint fdr# k, i.e., a Qi Qion] [(dir + ) "

primary path can be protected by different protection paths oZ-/HJ»/’ Oj‘_’f’ ] [ ! » J ] = Lj} , 9)
However, if two protection paths are used to protect the same Hogil Siedd ! Si

working connection, then they must be link disjoint. where x’g and :vls represent values that can be obtained

. . . at S; and thereforeu; can be recovered by solving the
A. Modified Encoding Operation system of equations.JThe choice of the scaling coefficients
Assume that nodeS; and7; are protected by the protectionneeds to be such that the associated 2 matrix in (9) is
path P,.. The encoding operations performed By and 7; invertible. This can be guaranteed by a careful assignment
for path P, are explained below (the operations for othesf the scaling coefficients. More generally we shall need to
protection paths are similar). In the presentation below whsure that a large number of such matrices need to be full-
shall use the notatiom(S;), 0" (S;),7(S:), 7 '(Si) to be rank. By choosing the operating field sigg"(2™) to be large
defined implicitly over the protection paiP.. Similar notation enough, i.e.yn to be large enough we can ensure that such
is used forT;. an assignment of scaling coefficients always exists [24g Th
The nodesS; andTj initially agree on a value of the scalingdetailed discussion of coefficient assignment can be foond i
coefficient denoted;..; , € GF(2™). The subscript < j.k  Section VI.
denotes that the scaling coefficient is used for connecsion »
to T; over protection patiP. C. Conditions for Data Recovery:

1) Encoding operations a8;. The nodeS; has access to We shall first discuss the conditions for data recovery under
data unitsi; (that it generated) and data unif received 2 certain failure pattern. To facilitate the discussion eted
on the primary path fron;. mining which failures can be recovered from, we represeat th
failed connections, and the protection paths using a hipart
graph,Gpr(V, E), where the set of vertices = NUP, and
the set of edge& C N x IP whereN is the set of connections
YS,—0(Ss) = Yo1(Si)—5; T Qiesj ke (di + Uj). to be protected, an# is the set of protection paths. There is
an edge from connectialN; € N to protection patlP;, € P if
P, protects connectiotV;. In addition, each edge has a label
that is assigned as follows. Suppose that there exists a@ edg
28, (8i) = Zr=1(85)—8; T Qicsjik (di + Uj). betweenN; (between nodes$;; andT)/) andP;. The label
. ) on the edge is given by the scaling coefficient_; .
2) Encoding operations al’;. The nodeT); has access 10 Note that in general one could have link failures on primary
data unitsu; (that it generated) and data urjtreceived paths as well as protection paths. Suppose that a failuterpat

a) It computesy,-1(s,)—s, + @iwjr(d; + 4;) and
sends it on the linkS; — o(S;); i.e.

b) It computesz,-1(s,)—s, + ®i—jr(d; + @;) and
sends it on the linkS; — 7(S;); i.e.

on the primary path frons;. X is specified as a sef = {N;,,...N;,} U{P;,,....P; }
a) It computesy,—1(r,)—1, + ®i—jr(di +u;) and where {N;,,...N; } denotes the set of primary paths that
sends it on the link’; — o(7}); i.e. have failed andP;,,...,P; ,} denotes the set of protection

paths that have failed. The determination of whether a given
node can recover from the failures i can be performed in

b) It computesz, —1(r,) 1, + aiejr(d;i +u;) and the following manner.

yT]‘ ﬂa’(T]‘) = yo'fl(Tj)—>Tj + OéiH.j7k(dA7; + u7)

sends it on the linkl; — 7(T7); i.e. 1) Initialization. Form the graptGpr(V, E) as explained
. above.
Hymr(Ty) = Zro3(Ty) -1y + Qi (di + ) 2) Edge pruning.
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Fig. 6. Applying the bipartite graph representation veiffyailures will be
Path 1 recovered.

Fig. 5. An example of a network protected against multipleltéa observe thatSs and 7 can also recover from the failures by
using the equations fror?; and P5. However, S5 and T;
] cannot recover from the failure since they can only obtain
a) For all connectionsV; € N\ F' removeN; and all gne equation fronP; in two variables that corresponds to

edges in which it participates fro p - failures on G, 7) and (S5, Ts). In Figure 6.(c), pathPs
b) For all protection path®; € F" removeP; and all goes not exist, andSk,7s) is protected only by pattPs,
edges in which it participates fro¥p . which protects two failed connections. Therefore, it canno

3) Checking the system of equatiohst the residual graph recover from the failure. HoweverSg, T») can still recover
be denoted>,, = (N UP,E ). For each connection its data units by using patR;.
N; € N', do the following steps. In general, this procedure needs to be performed for every
a) Let the subset of nodesIh that have a connection possible failure pattern that needs to be protected agdorst
to N; be denotedV(N;). Each node inNV(N;) checking whether all nodes can still recover the data unit
corresponds to a linear equation that is availablat they are interested in. However, usually the set otifail
to the nodes participating itV;. The linear com- patterns to be protected against is the set of all single link
bination coefficients are determined by the labelfilures or more generally the set of all possidlé > 1
of the edges. Identify this system of equations. link failures. Thosel! link failures can happen anywhere,
b) Check to see whether a node ¥y can solve this on primary paths or protection paths.
system of equations to obtain the data unit it is Next, we consider general conditions for data recovery.
interested in. First, we describe the general model for multiple failures.
In Figure 6 we show an example that applies to thi&® order to make expressions simple, we assume that the
network in Figure 5. Figure 6.(a) shows the bipartite graphata unit obtained by a node of a failed connection, say
for the entire network, while Figures 6.(b) and 6.(c) show:, from protection pathPj is the sum of the data units
the graph corresponding to the following two failing patier from Sy, Ty. Adding up with o;..; xd;, which is the data

respectively: units generated at node;, we denote this sum by, where
o (S2,T»), (S6,Ts) and (S5, T5) Pk = Yo-1(5)—S; T Zr-1(s,)—s, + Qicjkdi. NoOte thatd; is
« P, (S, T2) and s, Tt) the local data units, which is always available. In this case

. - each node on one protection pdth obtains the same equation
Let us assume that the encoding coefficients are chosen . . :

. . .~ in terms of the same variables. By denoting the set of failed
make sure the equation obtained by each node has unique So-

lution. From Figure 6.(b), the failures of connectiorts (7%) primary connections protected i as F'(Py), the equation

and (Sg, Ts) can be recovered from because each node obta}cﬁg this protection pattPy is

two equatu_)ns in two annowns. More sp(_ecmcally, at no_de Z iy (di + 1) = pi- (10)
S> we obtain the following system of equations (the equation (Si T e F(Py)
from P, is not used). !

In equation (10), eachi; + u; is considered as one variable

2
[Zm—»z,z ZGHG,Q] [(d qu )] — [i%] , and the coefficients assigneddpandu; are the same. Each
2023 T6<6,3 66 Sz node of a failed connection will obtain one equation fromreac
which has a unique solution if(a2o2206063 — intact protection path that protects it and consequentigngéo

aso230662) 7 0. As pointed out in Section V-B, a system of linear equations. The number of equations that
the choice of the scaling coefficients can be made so that matlde S; obtains is the number of intact protection paths that
possible matrices involved have full rank by working oveprotectS;. The number of variables is the total number of
a large enough field size. Thus in this caSg and 7> can failed connections protected by the protection paths theat a
recover from the failures. By a similar argument we caprovide protection to the failed connection betwegrandT);.
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S; needs to solve the system of equations and ohiainu;. Next we construct & x N matrix to facilitate the discussion
By subtractingl;, it can getu;, which is the data uni$; wants of coefficient assignment. According to the encoding protoc
to receive whileT; can retrieve the datd; by subtractingu; each connectio; —T; has coefficienty;... ; ,, for encoding on

from d; + u;. P;. In general, there are at moktx N coefficients for a net-
Each protection path maps to an equation in terms ofwork with N primary pathsS;, < Tj,, S, < T},,...,S;, <
number of variables representing the combination of tha d&t},, ..., S;, < T}, andK protection path®, P, ..., Pk.

units generated at two end nodes of the failed connectiong form ak x N matrix A whereAy,; = a;,—j, it S;, < Tj,
protected by this path. We can form a system of equations tlisiprotected byP;, A, = 0 otherwise. Here] is the index
consists of at mosk™ equations like equation (10) whef¢is for primary paths and each column of corresponds to a
the total number of protection paths. Each failure of a primaprimary path. Each row afl corresponds to a protection path.
path introduces a variable whereas each failure occurring ®his matrix contains all encoding coefficients and some zero
a protection path erases the corresponding equation frem thduced by the topology in general. It is easy to see thatunde
matrix. In general, the system of equations that a node mbtaany failure pattern, the coefficient matrix of the system of
also depends on the topology. If all of the connections ate reguations at any node of any failed connection is a submatrix
protected by the same protection paths, there are zeroin ¢fi matrix A. We require these submatrices dfto have full
coefficient matrix because a failed connection is not ptetkc rank. We shall discuss the construction4fi.e., assign proper
by all protection paths, implying that some variables witt n coefficients in Section VI.
appear in all equations.
In order to recover from any failure pattern of failures,
we require the following necessary conditions. In this section, we shall discuss encoding coefficient as-
Theorem 1:In order for the network to be guaranteegignment strategies for the proposed network coding sckeme
protection against any/ link failures, the following necessary i.e., construct4 properly. Under certain assumptions on the

VI. ENCODING COEFFICIENT ASSIGNMENT

conditions should be satisfied. topology, two special matrix based assignments can provide
1) Each node should be protected by at ledstlink- tight field size bound and efficient decoding algorithms. We
disjoint protection paths. shall also introduce matrix completion method for general

2) Under any failure pattern witld/ failures, a subset of topologies.
equations that each node obtains should have a uniquéote that the coefficient assignment is done before the ac-
solution. tual transmission. Once the coefficients have been detednin
proof: The first condition can be shown by contradiction. Ifluring data transmission they need not be changed. Thus,
a node is protected by/ — 1 protection paths, the failure for the schemes that guarantee successful recovery with hig
could happen on thes#/ — 1 protection paths and on theprobability, we can keep generating the matdxuntil the full
primary path in which this node participates. Then, thisenodank condition discussed at the end of the previous section
does not have any protection path to recover from its primasgtisfies. This only needs to be done once. After that, during
path failure. the actual transmission, the recovery is successful fag.sur
The second condition is to ensure that each node can recover i i )
the data unit under any failure pattern willi failures. Note A. Special matrix based assignment
that for necessary condition, we don’t require that the whol In this and the next subsection, we assume that all primary
system of equations each node obtains has unique soluti@ihs are protected by the same protection paths. Thiséspli
because one node is only interested in recovering the déta dihat matrix.4 only consists of encoding coefficients. It does
sent to it. As long as it can solve a subset of the equationspiit contain zeros induced by the topology. Thus, we can let
recovers from its failure. m A to be a matrix with some special structures such that any
We emphasize that the structure of the equations depesddmatrix of A has full rank. The network will be able to
heavily on the network topology, the connections provisin recover from any failure pattern witd/ (or less) failures.
and the protection paths. Therefore it is hard to state a maAdthout loss of generality, we shall focus on the case when
specific result about the conditions under which protectio = K, where K is the number of protection paths. M
is guaranteed. However, under certain structured topetoiyi failures happen, in which, failures happen on primary paths,
may be possible to provide a characterization of the camuiiti each node will getM — (M — ¢;) = ¢; equations witht;
that can be checked without having to verify each possiblgknowns corresponding tq primary path failures. Theé; x
system of equations. t; coefficient matrix is a square submatrix df and they are
For example, if all connections are protected /yprotec- the same for each node under one failure pattern.
tion paths, it is easy to see the sufficient condition for dataFirst, we shall show a Vandermonde matrix-based coeffi-
recovery from anyM failures is that the coefficient matrix of cient assignment. It requires the field size to e N. If
the system of equations each node obtains under any failaik failures happen on primary paths, the recovery at each
pattern with M failures has full rank. As will be shown next,node is guaranteed. In this assignment strategy, we pick up
our coefficient assignment methods are such that the suifficiév distinct elements fromGF(q): A1,..., Ay and assign
conditions above hold. them to each primary paths. At nodés, and T}, )\ffl



is used as encoding coefficient on protection pRth i.e., problem, we let matrix4 to be a K x N Cauchy matrix.
Akt = iy o = /\5*1. In other words,A is a Vandermonde {z1,...,zx},{v1,...,yn} are chosen to be distinct. Thus,
matrix [26, Section 6.1]: the smallest field size we need i§ + N. Suppose there are
ty failures on primary paths antlf — ¢, failures on protection

1 11
A Ao An paths, the coefficient matrix of the system of equations ob-
A2 A2 22 tained by a node is & x t; submatrix ofA. Itis still a Cauchy

N

- o matrix by definition and invertible. Thus, the network can be

AE—-1 K-l A\E-1 recovered from anyM/ failures. Moreover, the inversion can
! 2 N be done inO(#?) [21], which provides an efficient decoding
SupposeV/ failures happen on primary paths, the indices Qfjgorithm.

failed connections areq,...,ey, every node gets a system

of linear equations with coefficient matrix having this farm B. Random assignment

We could also choose the coefficients from a large finite

A Ao e field. More specifically, we have the following claim [27].
)\21 /\22 )\2M Claim 3: When all coefficients are randomly, independently
€1 €2 €M

and uniformly chosen frond:£'(¢q), the probability that & -
AM-1 \M-1 by-t; matrix has full rank isp(t;) = TI'L (1 — 1/¢%), 1 <
€1 €2
ty < M.

This matrix is aM x M Vandermonde matrix. As long asulnaer one failure pattern with,
Aers Aeas - - - Aey, are distinet, this matrix |S|nve_rt|_ble ang}, paths andM — ¢, failures on the protection paths, every
can recover;,, . We choose\y, ..., Ay to be distinct so that 164 connection obtains the equations that have the same
the submatrix formed by any/ columns ofA has full rank. t1-by-t; coefficient matrix. The probability that it is full

The smallest field size we need is the number of connecti%k is p(t;) and it goes to 1 whem is large. Note that
we \{vant_ to protect,_l.eq _2 N. Moreover, the C(_)mplexny (_)f there arerle (i\/) (Mj\i[t ) possible failure patterns when
sonr;? linear equation with Vandermonde coefficient maisi the total number of failures i3/. Thus by union bound, the
O(M*)[19]. Thus, we have a more efficient decoding because, o ' : ’
obability of successful recovery under any failure te
if the coefficients are arbitrarily chosen, even if it is sble, ﬁ y y y et

with M failures is1 — M (M) (M )1 = p(t1)),
the complexity of Gaussian elimination @(M3). _approaches 1 a@increastégl () () (= plt)
If M — t, failures happen on protection paths, we require

that anyt; x t; square submatrix formed by choosing any¥. Matrix completion for general topology

t1 columns andi; rows from.A has full rank. Although the ¢ 0 primary paths are protected by different protection
chance is large, the Vandermonde matrix can not guaran&ﬁhs like in Figure 5, there are some zerosAninduced
this for sure [20, p.323,problem 7],[22],[23]. We shall pase 1, yhe topology. We want to choose encoding coefficients so
another special matrix to guarantee that for combinedr@slil 1-: ynder every failure pattern with/ or less failures, the

the recovery is successful at the expense of a slightly targe,eficient matrix of the system of equations obtained byyeve
field size compared to Vandermonde matrix assignment. 1, 4g js invertible. We can view the encoding coefficientstin

In order_ to achieve this goal, we resort to Cquchy maFrgS indeterminates to be decided. The matrices we require to
[20], of which any square submatrix has full rank if the ee8ri 1\, e fy|l rank are a collectiofi, of submatrices ofd, where

are chosen carefully. C.4 depends on the failure patterns and the network topology.
Definition 2: Let {w1, ..., }, {91, .- Each matrix inC4 consists of some indeterminates and some
of elements in a field” such that zeros. The problem of choosing encoding coefficients can be
() zi+y; #0, Vie{l,...,mi} Vie{l,...,ma}; solved by matrix completion [24]. A simultaneous max-rank
(i) vi,j € {1,....ma},i # j : @ # x; andVi,j € completion ofC4 is an assignment of values fro@F(q)
{1,...omat i # jtyi # vy to the indeterminates that preserves the rank of all matrice
The matrixC' = (¢;;) wherec¢;; = 1/(z; + y;) is called a in C4. After completion, each matrix will have the maximum
Cauchy matrix. possible rank. Matrix completion can be done by deternimist
If m; = mq, the Cauchy matrix becomes square and itlgorithms [24]. Moreover, simply choosing a completion

M-1
/\eM

failures on the primary

, Um, | D€ two sets

determinant is [20]:

B H1§i<j§m1(xj — ) (y;
ngi,jgm (@i +y;)

det(C) )

at random from a sufficiently large field can achieve the
maximum rank with high probability [25]. Hence, we can
choose encoding coefficients randomly from a large field.

Note that in GF(q) where ¢ is some power of2, the VII. ILP FORMULATION FOR SINGLE-LINK FAILURE

addition and subtraction are equivalent. Therefore, ag lon The problem of provisioning the working paths and their
as Ti,...,Tmy,Y1,---,Ym, are distinct, Cauchy matrix hasprotection paths in a random graph is a hard problem. This
full rank and its any square submatrix is also a Cauchy due to the fact that the problem of finding link disjoint

matrix (by definition) with full rank. For our protection paths between multiple pairs of nodes in a graph is known to
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is to be noted that the number of protection paths must gatisf
1 < number of protection paths < N.

We may have more than one protection path because it
is possible that the primary connections are partitiondd in
several sets and each set of primary connections share the
protection of path. However, the worst case is that each
primary path requires a unique protection path (the case-df 1
protection), which results in a total df protection paths. In
the formulation, therefore, we have a maximum2df paths:

« Connections indexed from 1 ty are the ones given by

M09, (5.2 the setN, and these should be provisioned in the network.
Fig. 7. An example to show: (a) the grapghin solid line and its modified » Connections indexed frofV+1 to 2V are hypothetical
graph G’; (b) the provisioning of the connections ((0-3) and (5-3-and connections, which correspond to protection connections,
their_ protectic_)n path (s-5-0-2-1-3-t), V\_/here' the_ two linfss5) and (3-t) are and at least one of them should be provisioned.
not included in the cost of the protection circuit. .
The ILP is formulated as a network flow problem, where

there is a flow of one unit between each pair of end nodes of
connection, and there is also a flow of one unit freno ¢
r each protection path.
We define the following parameters, which are input to the

(@) (b)

be NP-complete [17]. Therefore, in this section we forrmulaf
an integer linear program that optimally provisions a set oF
unicast connections, and their protection paths againgtesi

link failure. The optimality criterion is the minimizatioof the ILP'G(M E): the original network graph
sum of the working and protection resources. G'(V',E"): the modified graph

The problem can be stated as followSiven an bidi- N: the set of unicast connections
rectional graphG = (V,E) and a traffic demand matrix Conn: a constant, the cost of linkn,n) € E
of unicast connectionsy, establish a connection for each  o;: set of end nodes of connectiop in N,
bidirectional traffic requesj € N, and a number of protection v; = {s;,t;}, which are different notations
paths that travel all the end nodes of the connection®jn from the previous definition of a connection,
defined by set, such that: denoted bysS;, T; wherei, j are the indices

« A path protecting a connection must pass through the end for the nodes.

nodes of the. conneptmn. We also define the following binary variables which are
o The connections jointly protected by the same path must )
. o ; e computed by the ILP:
be mutually link disjoint, and also link disjoint from the i binary, equals 1 if the protection patttraverses
protection path. link (n'l n)in G
o The total number of edges used for both working and Zfi integervthe number of times that the nodec 1
protection paths is minimum. m is travérsed by path

mn

We also assume that the network is uncapacitated. U;f binary, equals 1 if connectiop is protected by
In order to formulate this problem, we modify the gragh _ pathi
to obtain the grapld’ by adding a hypothetical soureeand a Py binary, equals 1 if the working flow of traverses
hypothetical sink. We also add a directed edge frano each _ link (m,n) € G
nodew, wherev € C, as well as a directed edge from each ¢}, binary, equals 1 if the protection flow of tra-
such nodev to ¢t. An example is shown in Figure 7. Figure ~verses link(m, n) € G
7.(a) shows a grapli’ with six nodes and ten bidirectional ~ Zpj, integer, the number of times that nodec V' is
edges and the corresponding modification to the graph ~ traversed by the working flow of
given two traffic request®N = {(0,3), (5,2)}. Figure 7.(b) Zq), integer, the number of times that nodec V' is
shows the provisioning of the two connectionsNnand their traversed by the protection flow gf

protection path froms to ¢. Therefore, the problem of finding The objective function is:

the protection paths turns out to be establishing connestio _ _

from nodes to ¢ that traverse all the nodese C. For each  Minimize: Z ( Z PhanCmn + Z fianCmn)

subset of connections that are protected together, the s e (mn)e€E 1<j<N N<i<2N

nodes of these traffic requests have to be traversed by the sanThe objective function minimizes the total cost of links dise

protection path. by the working paths (first term) and by the protection paths
This disjoint paths routing problem can be formulated witfsecond term). Note that a protection paths @&nd end at in

ILP as follow: (Note thatG = (V,E) and G’ = (V’, E’) the modified graph¢:’, but we only consider the cost of links

denote the original and modified graph in the formulation). In the original graphG.
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The constraints are such that:

ForV(m,n) € E, N <i<2N:

1) Working Flow Conservation: Phin + @ <1, Vj < N; (20)
Pinn + fon +Uj <2, Vj < N; (21)
S o p.=1 <N (11) Phon + D + UL+ UL <3, Vj < k < N.(22)
{ni(sy,n)€B} ‘ . The working flow and protection flow of each connec-
Z DPhan = 22Zpl,, Vm € V\e;. (12) tion j should be link disjoint, reflected by constraint
{n:(m,n)eE} (20). Each protection path may protect multiple connec-
tions so that it needs to traverse multiple corresponding
The constraints (11) and (12) are standard flow conserva-  protection flows. Thus, each protection path should also
tion for working traffic which ensures that a bidirectional be link disjoint to all the working flow it protects. This
path is established between end nodgsand ¢; of constraint is ensured by equation (21). Meanwhile, if
connectiony. two connections are protected by the same pattheir
2) Protection Flow Conservation: working flow should also be link disjoint such that
codewords can be decodes at each end nodes through
the protection path. The last constraint is guaranteed by
ForVj <N, N<i<2N: equation (22).
Z ¢, =1 (13) The total number of variables used in the ILP(#&V|V]| +
{n:(s; m)EE} ’ 3N|E| +]2\72) and the totaIQnumber of constraints(&V |V |+
Z ¢ —2Z¢l Yme Vi (14) 2N+2J\37 |E| + N|E|+ N*(N —1)|E]), which is dominated
. by O(N?|E)).
{n:(m,n)eE}
VIIl. NUMERICAL RESULTS
(;onstralnts (13? and (14) make sure that each connectmnrhis section presents numerical results of the cost of our
j has a protection flow. proposed protection scheme and compares it to 1+1 protectio
and Shared Backup Path Protection (SBPP) in terms of total
. resource requirements for protection against singlefhillare.
Z o <1 (15) sSBPP has been proven to be the most capacity efficient
{n:(s;n)€E"} protection scheme and can achieve optimal solutions [12].
Z L L=27fL ¥meV; (16) However, itis also a reactive protection mechanism andstake
{(n:(m,n)EE} time to detect, localize and recover from failures. We cdesi
two realistic network topologies, NSFNET and COST239,
The flow conservation of protection paths is ensured las shown in Fig. 8 and 9, respectively. Both networks are
constraints (15) and (16). It is worth noting that nobidirectional and each bidirectional spanhas a coste.,
every protection path (N <i<2N) is required unless it which equals the actual distance in kilometers between two
is used for protection. end nodes.
We first compare three schemes in terms of the total con-
nection and protection provisioning cost in both networks a
Z UJ%' =1; (17) shown in Fig. 10 and 11, respectively. We obtained the result
N<i<2N by formulating the problems as ILPs using three different ap
1 ; ; proaches. The x-axis denotes the number of connectiongin th
N Z Uj < Z sn’ (18)  static traffic matrix and y-axis denotes the total networkige
JIsN o {mlsn)eR) cost. Each value is the average cost over ten independess cas
n = G U5 — 1, ¥(m,n) € E; (19)  and all approaches used identical traffic requests for east.c
Since SBPP is the most capacity efficient scheme, it
Each working flow should be protected by exactly onachieves the minimum cost. 1+N approach uses much lower
protection path, guaranteed by constraint (17). Meanest than 1+1, but is higher than SBPP in both networks.
while, any protection path is provisioned only if it is We express the extra cost ratio of a scheme over SBPP by:
used to protect any working path Otherwise, we do (Costscheme — Costsppp)/Costsppp. The extra cost ratio
not need to provision it. Therefore, equation (18) ensure$ 1+N in NSFNET increases from 5.2% to 23% as the number
this constraint. Furthermore, constraint (19) ensures thaf connections increases from 2 to 7. Meanwhile, the extsa co
if a protection pathi protects connectior, it should ratio of 1+1 over SBPP increases from 12% to 45%, which is
traverse the same links used by the protection fidyy. almost twice that of 1+N at each case. The advantage of 1+N
3) Protection Path Sharing: over 1+1 in COST239 is even more significant than NSFNET
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due to the larger average nodal degree, 4.6, compared to, 3, i
NSFNET. Hence, there is a higher chance for multiple primary
paths to share the same protection path, which results iarlow
overall cost. Based on the results, we can observe that thee ex
cost ratio of 1+N over SBPP in COST239 increases from 1.8%
to 11.1% whereas the ratio of 1+1 over SBPP increases from
10.2% to 38%, as the number of connections increases from
2 to 7. Actually, the cost of using 1+N is very close to the
optimal in COST239 network. The extra cost required by 1+N
over the optimal solution is less than 27% of that achieved by
1+1 scheme.

In fact, if we only consider the cost of protection, i.e.
exclude the cost of connection provisioning, 1+N protattio
uses much lower resources than 1+1 protection. For example,
by examining one network scenario where there are seven
connections in COST239 network, the average protection cos
of using SBPP, 1+N and 1+1 protection schemes is 3586.0,
4313.5 and 6441.5, respectively. The saving ratio of 1+N to
1+1 is around 33%, which is higher than the saving ratio of
joint capacity cost (19.3%). This example further illusts
the cost saving advantages of using 1+N protection over 1+1
protection.

In summary, 1+N protection has a traffic recovery speed
which is comparable 1+1 protection. However, it performs
significantly better than 1+1 scheme in terms of protection
cost. Compared with the most capacity efficient protection
scheme, SBPP, 1+N protection performs close to SBPP in
terms of total capacity cost in dense networks. However,F’SBP
takes much longer to recover from failures due to the long
switch reconfiguration time and traffic rerouting, which are
not required in 1+N protection.

IX. CONCLUSIONS

This paper has introduced a resource efficient, and a fast
method for providing protection for a group of connections
such that a second copy of each data unit transmitted on
the working circuits can be recovered without the detection
of the failure, or rerouting data. This is done by linearly
combining the data units using the technique of network
coding, and transmitting these combinations on a shared set
of protection circuits in two opposite directions. The redd
number of resources is due to the sharing of the protection
circuit to transmit linear combinations of data units from
multiple sources. The coding is the key to the instantaneous
recovery of the information. This provides protection agi
any single link failure on any of the working circuits. The
paper also generalized this technique to provide protectio
against multiple link failures.

The method introduced in this paper improves the technique
introduced in [15] and [14]. In particular, (a) it requiresafer
protection resources, and (b) it implements coding using a
simpler synchronization strategy. A cost comparison stofly
providing protection against single link failures has show
that the proposed technique introduces a significant saving
over typical protection schemes, such as 1+1 protectiofewh
achieving a comparable speed of recovery. The numerical



results also show that the cost of our 1+N scheme is cloge] L.Lovasz, “On determinants, matchings and random ritlyms,” in

to SBPP, the most capacity efficient protection scheme. H
ever, the proposed scheme in our paper provides much fa

recovery than SBPP.
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