Overlay Protection Against Link Failures Using
Network Coding

Ahmed E. Kamal and Aditya Ramamoorthy

Abstract— This paper introduces a network coding-based pro- such that they are linearly combined inside the networlogisi
tection scheme against single and 'multlple Ilnk. failures. The the technique of network coding [4]. Two linear combinasion
proposed strategy makes sure that in a connection, each node g formed and transmitted in two opposite directions on a p-

receives two copies of the same data unit: one copy on the working . . . .
circuit, and a second copy that can be extracted from linear Cycle [5]. We refer to this technique as 1+N protection, einc

combinations of data units transmitted on a shared protection ON€ set of protection circuits is used to simultaneouslygato
path. This guarantees instantaneous recovery of data units uso a number of working circuits. The technique was generalized
the failure of a working circuit. The strategy can be implemented  for protection against multiple failures in [2].
at an overlay layer, which makes its deployment simple and . yhis haner, we introduce a modification of the techniques
scalable. The proposed strategy is an extension of the scheme e :
presented in [1]. The new scheme is simpler, less expensive, and" [1]: [2]. The modification is in at least three aspectssEir
does not require the synchronization required by the original instead of cycles, we use paths to carry the linear combina-
scheme. The sharing of the protection circuit by a number of tions. This reduces the cost of implementation even further
conneptigns is the key to the reduction of the cost of protection. sjnce in the worst case the path can be implemented using the
A preliminary comparison of the cost of the proposed scheme o |o55 one link. Second, each linear combination iredud
to the 1+1 protection strategy is conducted, and establishes the . .
benefits of our strategy. data units transmitted from the same round, as opposed to
transmitting data units from different rounds as proposed i
l. INTRODUCTION [1]. This simplifies the implementation and synchronizatio
Research on techniques for providing protection to net&orketween nodes. Third, the protocol implementation is self
against link and node failures has received significanhtitte clocked by the fact that the implementation is based on
[3]. Protection, which is a proactive technique, refers teombining arriving data units with the combination stored
reserving backup resources in anticipation of failureghsuat the head of a local buffer in each node. The proposed
that when a failure takes place, the pre-provisioned backafsategy lends itself to a simple, and scalable implemiamtat
circuits are used to reroute the traffic affected by the failu at an overlay layer. The paper also includes details about
These techniques include 1+1 protection, in which traffic éfmplementing the proposed strategy.
a connection is transmitted on two link disjoint paths, and This paper is organized as follows. In Section Il we in-
the receiver selects the stronger of the two signals; and ir@duce the modified technique for protection against singl
protection, which is similar to 1+1, except that traffic ist nofailures. In Section Il we present a generalization of this
transmitted on the backup path until a failure takes placechnique for protecting against multiple failures. SatiV
Although techniques such as 1+1 provide instantaneous+ecprovides some preliminary results on the cost of implenmgnti
ery from failures, they are expensive. The cost of protectidhe proposed technique, and compares it to 1+1 protection.
circuits is at least equal to the cost of the working cirguitsd Section V concludes this paper with a few remarks.
in typical cases exceeds it by about 50-100%. To reduce the
cost of protection circuits, 1:1 protection has been ex@end . 1+N PROTECTIONAGAINST SINGLE LINK FAILURES
to L:N protection, in which one backup circuit is used 10 \ye first introduce our strategy for implementing network
protect N Work|ng circuits. Hoyvever, failure detection atata coding-based protection against single link failures.
rerouting are still needed, which may slow down the recovery
process. In order to reduce the cost of protection, whilé sth_ Operational Assumptions
providing instantaneous recovery, the authors in [1] psego , ) , o
the sharing of one set of protection circuits by a number We have the following operational assumptions in this paper
of working circuits, such that each receiver in a connectiom The protection is at the connection level, and it is assumed
is able to receive two copies of the same data unit: onghat all connections that are protected together will havee t
on the working circuit, and another one from the protectionsame transport capacity. Otherwise, the transport cgpacit
circuit. Therefore, when a working circuit fails, anothepy is ~ that will be protected is taken as the maximum over all the
readily available from the protection circuit. The sharafghe  transport capacities of all connections, and is denoted by
protection circuit was implemented by transmitting datésun e All connections are bidirectional.
e Paths used by the protected connections are link disjoint.

The authors are with the department of Electrical and Comphteyi- o A set of connections will be protected together by a
neering, lowa State University, Ames |A 50011. This reseavels partially

supported by grants CNS-0626741 and CNS-0721453 from N&Faagit ~ Protection path. The protection path is bidirectional, and
from Cisco Systems. passes through all end nodes of the protected connections.



TABLE |
LIST OF SYMBOLS

Symbol  Meaning

N set of connections to be protected

N number of connections |

M total number of failures to be protected against & 1
in Section I1).

S, T two disjoint sequences of communicating nodes, such that
a node inS communicates with a node

Si, T} nodes inS and 7, respectively

di, uj data units sent by nodes; andT);, respectively

d;, 1 data units sent by nodeS; and T}, respectively, on
the primary paths, which are received by their respective
receiver nodes

P bidirectional path used for protection

S, T unidirectional paths oP started byS; and 77, respec-
tively

B the capacity protected by the protection path

The protection path is also link disjoint from the paths us

by the protected connections.

are denoted by; andd;, respectively, and can be zero in the
case of a failure on the primary circuit betwegnandT}.
Under normal working conditions the working circuit will
be used to delivet; andw; data units fromS; to 7; and from
T; to S;, respectively. The basic idea for receiving a second
copy of datau; by nodeS;, for example, is to receive on two
opposite directions on the protection pakh,the signals given
by the following two equations, where all data units belomg t
the same roundy:

Sod+ Y )
k, SpEA k, T,€B
uj + Z up + Z dy, (2)
k, TocB k, SpEA

where A andB are disjoint subsets of nodes in the sequence
of nodesS and7, respectively, and a node h communicates

é@ith a node inB, and vice versa. If the link betwee$} and

T; fails, thenw; can be recovered by, by simply adding

« Links of the protection path have a capacity which is s&duations (1) and (2).

to B defined above.

We now outline the steps involved in the construction

« The protection path is terminated, processed, and retraR5-th€ Primary/protection paths and the encoding/decoding

mitted at each node on the path.

e Data units are fixed and equal in size.

e Nodes are equipped with sufficiently large buffers. ThE:
upper bound on buffer sizes will be derived in Section II-C.

e When a link carrying active (working) circuits fails, the
receiving end of the link will receive empty data units. We
regard this to be a data unit containing all zeroes.

e The system works in time slots. At each time slot a new
data unit is transmitted by each node on its primary path
In addition it also transmits a data unit in each direction on
the protection path. The exact specification of the protocol
is given later.

e The amount of time consumed in solving a system of
equations is negligible in comparison to the length of a time
slot. This ensures that the buffers are stable.

The symbols used in this section of the paper are listed in

Table I. More symbols will be introduced later. All operats

in this paper are over the finite fiel@F'(2™) wherem is

the length of the data unit in bits. It should be noted that all

addition operations (+) over F'(2") can be simply performed

by bitwise XOR'’s. In fact for protection against singleKin
failures we only require addition operations, which jussfi
the last assumption above.

B. The Strategy

Suppose that there arg bidirectional unicast connections,
where connection — j is between nodes; and 7). Nodes
S; andTj; belong to the two sequencé&sand 7, respectively,
as will be defined below. Data units are transmitted by nodes
in § and 7 in rounds, such that the data units transmitted
from S; to T} in roundn are denoted byi;(n) units, and data
unit transmitted front; to .S; in the same round are denoted
by u;(n) units. The data units received by nodés and T}

3)

operations at the individual nodes.

1 Protection Path Construction and Node Enumeration:

1) Find a bidirectional path P, that goes through all the
end nodes of the connections h P consists of two
unidirectional paths in opposite directions. These two
unidirectional paths do not have to traverse the same
links, but must traverse the nodes in the opposite order.
One of these paths will be referred to&snd the other

one asT.

Given the set of nodes in alV connections which will

be protected together, construct two sequences of nodes,
S = (51,527...,51\7) and 7 = (T17T2,...,TN) of
equal lengths)N. If two nodes communicate, then they
must be in different sequences. The sequence of nodes
in S is enumerated in one direction, and the sequence
of nodes in7 is enumerated in the opposite direction
on the path. The nodes are enumerated such that one
of the two end nodes oP is labeledS;. Proceeding

on P and inspecting the next node, if the node does
not communicate with a node that has already been
enumerated, it will be the next node &, and using
ascending indices fof5;. Otherwise, it will be in7T,
using descending indices f@k. Therefore, nod&? will
always be the other end node @&h The example in
Figure 1 shows how ten nodes, in five connections are
assigned taS and 7. The bidirectional protection path

is shown as a dashed line.

A nodeS; in S (T; in T) transmitsd; (u;) data units

to a node in7 (S), and is received as; ().

2)

4) Transmissions on the two unidirectional patisand

T are in rounds, and are started by nodgsand 77,

1The terms primary and working circuits, or paths, will be usedrichange-
ably.

3The path is not necessarily a simple path, i.e., vertices imkd may be
repeated. We make this assumption in order to allow the implatientof
our proposed scheme in networks where some nodes have a ngded dé
two. Although the graph theoretic name for this type of pathawalk, we

2For simplicity, the round numben, may be dropped when it is obvious. continue to use the terath for ease of notation and description.
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Fig. 1. An example of enumerating the nodes in five connectidosle T u3+d3
is the first node to be encountered while traverstigvhich communicates
with a node inS that has already been enumeraté&d)( Fig. 2. Example of three nodes performing the encoding praeediote

that the addition (bitwise XOR) of two copies of the same dati, @.9.,d;
andd;, removes both of them.
respectively. All the processing of data units occurs

between data units belonging to the same round. b) It computesz, -1 (r)_z, + (621' +u;) and sends it
J J g

on the linkT; — 7(T7); i.e.
B.2 Encoding Operations onS and T: R
The network encoding operation is executed by each node 2y —r(Ty) = Zrr(1y)—1y T (di +ug) ()
in S and 7. To facilitate the specification of the encoding An example in which three nodes perform this procedure is
protocol we first define the following. shown in Figure 2.
o T(S;): node in7 transmitting to and receiving frorf;. ConsiderS” C S and let V/(S’) represent the subset of
o S(Tj): node inS transmitting to and receiving frof;. nodes in7 that have a primary path connection to the nodes
e 0(5;)/o(Tj) : the next node downstream fro (re- in S’ (similar notation shall be used for a subgeét C 7).

spectivelyT}) on S. Let Dg(S;) andUs(S;) represent the set of downstream and
e 071(8;)/o71(T};) : the next node upstream from; upstream nodes &; on the protection pat8 (similar notation
(respectivelyT};) on S. shall be used for the protection pdil). When all nodes i
o 7(5;)/7(T;): the next node downstream frof (respec- and7 have performed their encoding operations, the signals
tively 7;) on T. received at a nod#; are as follows
o 771(S;)/771(T}): the next node upstream froi$} (re-
spectivelyT}) on T. Yo=1(Si)—s
We denote the data unit transmitted on link S by y. and = Z di, + Z Up,
the data unit transmitted on link € T by z.. Assume that {k:Sk€Us(S:)NS} {k:T €N (Us (S:)NS)}
nodesS,» and T{( arefir|1I the sarzme ccilngection._ The encodingd From nodes upstream of; on S in S
operations work as follows where all data units are assume 5
to belong to the same round. + . UX:S . Uk s N%:S . di, and - (7)
2Ty )N Sk )N
1) Encoding operations ab;. The nodeS; has access to (Tels(S)NT) PGS
data unitsd; (that it generated) and data unit received From nodes upstream &; on S in T
on the primary path fronT};. Zr=1(8;)—S;
a) It computesy,—1(s,)—s, + (d; + ;) and sends it~ — Z dy + Z i
on the linkS; — o(S;); i.e. (k:Sx €Uz (5:)NS} (kTN (Ur(5:)NS)}
YS;—0(Ss) = Yo—1(S5)—S; + (d; + ﬂj) 3) From nodes upstream ¢; on T in S
b) It computesz,—1(s,) s, + (d; + @;) and sends it T > Uk > di (®)
on the link S; — T(Si); ie. {k:T,eUT(S;)NT} {k:SLeN (Ut (S:)NT)}

~ From nodes upstream &f; on T in 7
28, —r(S;) = Ar-1(s)—s, + (di + i) (4) , ,
Similar equations can be derived for nodg

2) Encoding operations af’;. The nodel; has access to

data unitsu; (that it generated) and data uditreceived B.3 Recovery from Failures

on the primary path frons;. A The operations described in Subsection II-B.2 allow the
a) It computesy, -1 (7,1, + (di +u;) and sends it recovery of a second copy of the same data unit transmitted
on the linkT; — o(Tj); i.e. on the working circuit, hence protecting against singlé lin

. failures. To illustrate this, suppose that the primary path
Yr,—o(1)) = Yo r (1) -1, T (di +u;)  (5)  petween nodesS; and 7} fails. In this case,S; does not



receiveu; on the primary path, and it receivés = 0 instead. the protection path could have been used as a working path.
Moreover, d; = 0. However, S; can recoveru; by using Thus, when a data unit on the protection path corresponding

equations (7) and (8). In particular node computes to a particular round number reaches a given node, the data
unit of that round number would have already been received
Yo-1(80)—8: T Zr=1(S)—8; = Z dy; + Z Uk on the primary path of the node.
{k:S,€8\{5:}} (kT €T} In this case, it is straightforward to see that once a data
+ > ax+ Y dp unitis transmitted on the working circuit, then it will take
{k:THeT\{T;}} {k:SLES} more than twice the delay of the protection path to recover
—d 4+ the backup copy of this data unit by the receiver. Therefore,
) ] .
; . round numbers can then be reused. Based on this argument,
=u; (sinced; =0.) (9 the size of the set of required unique round numbers is upper
Similarly, T; can recover; by adding the values it obtainsPounded by2a, where
over S and T . For example, at nod&, in Figure 2, adding a= Xp 1 (12)
the signal received o8 to the signal received offi, thenu, (Protection data unit size in bits)/B

can be recovered, sind = T'(S>) generatedi,. Also, node xp In the above equation is the delay over the protection

& adds the signals o8 "?de to recoverd,. circuit, andB is the transport capacity of the protection circuit,
Notice that the reception of a second copywgfandd, at which, as stated in Section IlI-A, is taken as the maximum

% anc;j d.T.?' resfpelzqctlvely, dwhen_ thelre are no fE(ijI|LE)I’eSh requIreRer all the transport capacities of the protected conoesti
the addition of thed, andu; signals generated by the same, sufficiently long round number field will require no more

nodes, respectively. thanlog, (2a) bits.
As a more general example, consider the case in Figure 1.

Node S5, for example, will receive the following signal dit - , Synchronization

(dy+1i2) 4 (da+1is) + (ds+1y )+ (da+1ig) + (us +ds), (10) An important issue is node synchronization to rounds. This
) ) _ _ can be achieved using a number of strategies. A simple gyrate
and will receive the following oril': for initialization and synchronization is the following:

(up +d3) + (us + dy) + (us +ds) + (ua +ds).  (11) o In addition to buffers used to store transmitted and
) . . . received data units, each node € S has two buffers,

If the link betweenS; and T3 fails, thends = 0, and adding Bs(S:) and B (S;), which are used for transmissions on
equations (10) and (11) will recoveg at.S5. A special header the S and T paths, respectively. Nod&, € 7 also has
with 1 bit/connection may be needed to indicate whether or  giiar buffers Bs(,Tj) and B (T}) /

not a non-zero received data unit has been combine# .on

; 4 « NodeS; starts the transmission @f (0) on the working
This can be included.

circuit to 7'(S1). When S; receivesiiys,)(0), it forms
d1(0)+1p(s,y(0) and transmits it on the outgoing link in

C. Implementation Issues S. Similarly, nodeT’ will transmitw, (0) on the working
In this subsection we address a number of practical imple- ~Circuit, andu; (0) + dsr,)(0) on the outgoing link ifT.
mentation issues. o NodesS;, for i > 0, will buffer the combinations received
C.1 Round Numbers on S in Bs(S;). Assume that the combination with the

Since linear combinations include packets belonging to smallest round number buffered iBs(S;) (i.e., head
the same round number, the packet header should include a of buffer) corresponds to round number When S;
round number field. The field is initially reset to zero, and is  transmits d;(n) and receivesirs,)(n), then it adds
updated independently by each node when it generates and those data units to the combination with the smallest
sends a new packet on the working circuit. Note that there round number inBs(S;) and transmits the combination
will be a delay before the linear combination propagating on 0n S. The combination with round numbet is then
S and T reaches a given node. For example, in Figure 2 purged fromBg(S;). Similar operations are performed

assuming that all nodes started transmission at tinmede.S; on Br(S;), Bs(T;) and Br(T}). Note that purging
shall receive the combination corresponding to roGnaver of the data unit from the buffer only implies that the
S, dy(0) + 1 (0) 4 d2(0) 4 2(0) after a delay corresponding combination corresponding to roumdhas been sent and

to the propagation delay between nodgsand Ss, as well should not be sent again. However noflg needs to

as the processing and transmission times at nSgesnd Ss. ensure that it saves the value of the data unit received on

However since the received data unit shall contain the round S as long as needed for it to be able to decaglgs, ) (n)
number0, it shall be combined with the data unit generated if needed. An illustration of the use of those buffers is
by S5 at time slot0. shown in Figure 3.

The size of the round number field depends on the del&gsuming that all nodes start transmitting simultanequbkbin
of the protection path, including processing and transiomss all nodes would have decoded the data units corresponding to
times, as well as propagation time, and the working circudt given round number in a time that does not exceed
delay. It is reasonable to assume that the delay of any wgrkin
circuit is shorter than that of the protection circuit; athise, XP o+ Iax, Xw



Note that nodeS; is only interested in the data unit; but it
can only recover the sum af; and the term(d;; + u;:), in
which it is not interested.

We now demonstrate that if a given connection is protected
by multiple protection paths, a modification of the protocol
presented in section 1I-B can enable the nodes to recover fro
multiple failures. In the modified protocol a node multiglie
© the sum of its own data unit and the data unit received over

its primary path by an appropriately chosen scaling coeffici
Fig. 3. Aniillustration of the use of node buffég (.S;). (a) Shows the status before a_ddlng _'t to the signals Or_] the protection p.ath. The
of the buffers before data unit at roundhas been processed. (b) Shows th&cheme in section II-B can be considered to be a special €ase o
status of the buffers after the data unit at rounthas been processed. Notethjg protocol when the scaling coefficientligi.e. the identity
that the data units corresponding to roundhave been purged from both | t GF(2m
Bs(S;) and the primary path receive buffer. The operation of othdfetsi © em.en_ ove (27))- .
is similar. It is important to note that in contrast to the approach

presented in [2], this protocol does not require any syn-

chronization between the operation of the different prixdec
paths.

As before, suppose that there akebi-directional unicast

C3 E_Buffer Size L o connections that are to be protected against the failurepf a
Using the above synchronization and initialization prolpc links, for M < N. These connections are now protected
the following upper bounds on buffer sizes can be estatd'rsh%y M protectionBathst k—=1,..., M. Protection patfPy

o The transmit buffer, as well as thBs and Bt buffers passes through all nodes, € S and 7, € 7 where the
are upper bounded by nodes inS;, communicate bi-directionally with the nodes in

Ty, Note thatu} | S, = S andU}Z, 7, = 7. The sequences

S and §; are not necessarily disjoint fdr # k. However,

if two protection paths are used to protect the same working
connection, then they must be link disjoint.

00 [eNe}

o1(S)-S;
(n+2)
Yo-1(81)-s;

(n+1)
(n+1)
Yo-1(s1)-s;

(n)

Yo-1(s)-s;

y

Gj(n+1)
5(n+2)

1;(n)

aj(n+1)

(n)

Y, oy + (i) + ()

o

wherey,, is the delay over working path.

XP + MaxXi<w<N Xw 1
Data unit size in bits/B

This is because it will takg,, units of time over the path
w used by the connectiofi(7}) < T} to receiveds(Tl),
and then start transmission on tiepath. An additional
X p units of time is required for the first combination toA. Modified Encoding Operation
reach S;. The numerator in the above equation is the
maximum of this delay.

« The receive buffer is upper bounded by

Assume that nodeS; andT; are protected by the protection
path P,. The encoding operations performed By and T}
for path P, are explained below (the operations for other
|—XP + max| <w<N Xw — Milj<w<N wa protection paths are similar). In the presentation below we
Data unit size in bits/B shall use the notatiow (S;),o~1(S;),7(S;), 7~1(S;) to be
The denominator in the above equation is derived usiﬁ?&ﬁ”ed implicitly over the protection pai?,. Similar notation
arguments similar to the transmit buffer, except that for used forT;. _ )
the first data unit to be received, it will have to encounter 1N€ nodesS; andTj initially agree on a value of the scaling
the delay over the working circuit; hence, the subtractigrPefficient denoted;; . € GF'(2™). The subscript « j, k
of the minimum such delay. denotes that the ;calmg coefficient is used for connecsion
to T over protection pattPy.

1) Encoding operations ab;. The nodeS; has access to

IIl. PROTECTION AGAINST MULTIPLE FAULTS

We now consider the situation when protection against
multiple (more than one) link failures is required. In thase it
is intuitively clear that a given primary path connectioreds
to be protected by multiple bi-directional protection gtfio
see this we first analyze the sum of the signals received on
S and T for a nodeS; that has a connection to nodg
when the primary paths; — T; and S;, < T} protected by
the same protection path are in failure. In this case we have
d; = dy = 4; = ;. = 0. Therefore, at nodé; we have,

Z di, + Z (2

Yo=1(S;)—=8; T 2r=1(S;)—8; =

{k:S}CGS\{Si}} {k:TkGT}
+Y D awt Y dk
(kT eT\{T;}} (k:SreS)
= (dy + ’U,j/) + uj. (13)

data unitsd; (that it generated) and data unit received
on the primary path fronT}.

a) It computesy,-1(g,)—s, + ®iejr(di + @;) and
sends it on the linkS; — o(5;); i.e.

YS,—o(Ss) = Yo—1(Si)—8; + Cicsj(di + Uj).
(14)

b) It computesz,-1(g,)—gs, + ®i—jr(d; + ;) and
sends it on the linkS; — 7(5;); i.e.

28;—7(S;) = AFr—1(S;)—S; + aiﬁj,k(di + aj)(ls)

2) Encoding operations af’;. The nodel; has access to

data unitsu; (that it generated) and data uritreceived
on the primary path fron®).



a) It computesy, -1 (1)1, + ;e jx(d; + u;) and have failed andP;,,...,P; ,} denotes the set of protection

sends it on the linkl; — o(T}); i.e. paths that have failed. The determination of whether a given
5 node can recover from the failures in can be performed in
YTy —0(Ty) = Yo i (1) —1; T Qi (di + “J’()ls) the following manner.

b) It computesz.—1(r,) 1, + aiegr(d; + u;) and
sends it on the Ilinkl; — 7(T7); i.e.

o1y (1y) = 2roA (1)~ T Qi k(di + uy‘()ﬂ)

It should be clear that we can find expressions similar to the
ones in (7) and (8) in this case as well.

B. Recovery from failures

Suppose that the primary patfs — 7 andS; < T fail,
and they are both protected ;. Consider the sum of the oan 1
signals received by nod§; over S, and Ty. Similar to our - Path 2
discussion in 1I-B, we can observe that pamns

Fig. 4. An example of a network protected against multipletfaul
Yo 1(5) =5, + Zr1(50)—8, = Qg k(dir +uy) + @iy O P P 9 P

(18) 1) Initialization. Form the graphG pr(V, E) as explained

Note that the structure of the equation allows the nSgéo above.
treat (dy + uy/) as a single unknown. Thus from protection 2) Edge pruning.
pathP}, nodesS; obtains one equation in two variables. Now, a) For all connectionsV; € N\ F' removeN; and all
if there exists another protection pah that also protects the edges in which it participates fro¥ pr.
connectionsS; « T; and S < T}/, then we can obtain the b) For all protection path®; € I" removeP; and all
following system of equations in two variables edges in which it participates frolf¥p r.
i ieix] [(do + u) ok 3) Checking thg system gf eq/uatliohet the residual graph
v " ] [ v } = { f} , (19) be denoted7,, = (N UP ,E ). For each connection
Qiregil Qiegl i s N; € N', do the following steps.
where 2% and %, represent values that can be obtained a) Let the subset of nodesh that have a connection
at S, and thereforeu; can be recovered by solving the to N; be denotedV(N;). Each node in\V(1V;)
system of equations. The choice of the scaling coefficients corresponds to a linear equation that is available
needs to be such that the associaked 2 matrix in (19) is to the nodes participating ifV;. The linear com-
invertible. This can be guaranteed by a careful assignment bination coefficients are determined by the labels
of the scaling coefficients. More generally we shall need to of the edges. Identify this system of equations.
ensure that a large number of such matrices need to be full- b) Check to see whether a node\y can solve this
rank. By choosing the operating field sig&'(2™) to be large system of equations to obtain the data unit it is
enough, i.e.n to be large enough we can ensure that such interested in.
an assignment of scaling coefficients always exists [6]. In general this procedure needs to be performed for every
possible failure pattern that needs to be protected against
C. Conditions for Data Recovery: for checking whether all nodes can still recover the data

To facilitate the discussion on determining which failurednit that they are interested in. However, usually the set
can be recovered from, we represent the failed connectiofi§,failure patterns to be protected against is the set of all
and the protection paths using a bipartite graphz(V, £), smglelllnk f_a|lures or more ggnerally the set of all possibl
where the set of vertice§ — N U P, and the set of edges? = 1 link failures. For th.e_se kinds of fgl[ure patterns we can
E C N x P whereN is the set of connections to be protecteo‘?Xplore necessary conditions and sufficient conditionshen t

and P is the set of protection paths. There is an edge frofPnstructed graplirp that would reduce the computational
connectionh; € N to protection patiP, ¢ PP if P, protects overhead associated with the procedure. We also expect that

connection ;. In addition, each edge has a label that igS May help in the choice of the protection paths, assuming
assigned as follows. Suppose that there exists an edgedretwBat We have a set of possible protection paths to choose from
N; (between nodes;, andT},) andPy.. The label on the edge This aspect of our work shall be developed in the full version
is given by the scaling coefficient; .. . of the paper.

Note that in general one could have link failures on primar% ) ) )
paths as well as protection paths. Suppose that a failurerpat D- Example of protection against multiple faults
is specified as a sef = {N;,,...N; } U{P;,,...,P; } Consider the network shown in Figure 4, that has seven
where {N;,,...N; } denotes the set of primary paths thatonnections protected by three protection paths. The fitipar



S1.T1) (s1.T1) TABLE 1l
$2,72) P1 (s2.72) P1 COMPARISON BETWEEN1+1AND 1+N PROTECTION FOR THE CASE OF AN

8-NODE AND 16-EDGE NETWORK
P2 P2

)
Sm: Number of connections 1+1 1+N
57.17) Ps (57.17) Ps 12 44 (118,26) 34 (16,18)
@ (b) 14 55 (19, 36) 45 ( 20, 25)
16 (full) 51 (16, 35) 39 (16, 23)

Fig. 5. Applying the bipartite graph representation to fyeif each node
can recover from multiple failures.

the table. The last two columns in the table show the total cos

in terms of the number of links, and between parentheses, the
graph shown in Figure 5(a) is th&p r corresponding to this cost of the working and protection circuits, respectivedy f
network. To illustrate the method proposed above, we aralyhe 1 + 1 and1 + N schemes.
the recovery properties for each connection when all feflur  As shown in the table, for all three examples, the proposed
are on the primary pathsSi, 74), (S2, T>) and (S7,77). The protection method requires fewer circuits. In fact, theirsgs
residual graph for this scenario is shown in Figure 5(b)hia t jn resources in all cases is at least 20 %. Moreover the saving
case at nodé; we obtain the following system of equationsin protection resources in all cases is even higher (at least

0
[a1H1,1 asz,ﬂ { uq ] _ {x}%} 20) 30%).
11,3 (2523 (d2 + u2) ;1';%1 ’

which has a unique solution if(a1.1102023 This paper has introduced a resource efficient, and a fast

o e i cocfivionts oan bt made. so that sl posiieinod for providing protection for a group of connections
. HIng : P such that a second copy of each data unit transmitted on
matrices involved have full rank by working over a larg

. . . . h ki ircui ith h i
enough field size. Thus in this casg and T, can recover ? e working circuits can be recovered without the detection

. o of the failure, or rerouting data. This is done by linearly
from the failures. By a similar argument we can observe . . . . : .

: ~‘combining the data units using the technique of network
that S and 7> can also recover from the failures by usin

. gboding, and transmitting these combinations on a shared set
:Zioigl:a#g';]s ILZ“T;;”ZT: ];)izr{cgomi\;/eréig ac:]rﬁf7o(t;?artlirrlotan0f protection circuits in two opposite directions. The reeld
equation in two variables Eumper of resources is due to.the. sharing of the protection

' circuit to transmit linear combinations of data units from
multiple sources. The coding is the key to the instantaneous
IV. CoST COMPARISON recovery of the information. This provides protection ag&i

This section introduces a brief set of results to establigiy single link failure on any of the working circuits. The
the advantage of the proposed technique in terms of resouP@per also generalized this technique to provide protectio
requirements for protection against single link failurdge against multiple link failures.
full version of this paper will include a detailed perforncen ~ The technique introduced in this paper is an extension
and cost evaluation studly. and improvement of the technique introduced in [1] and [2].

Using an Integer Linear Programming (ILP) formulationin particular, (a) it requires fewer protection resourcasd
we calculate the cost of implementing the cost of the préP) it implements coding using a simpler synchronization
posed scheme. We consider the problem of Joint Capaciyategy. A preliminary cost comparison study of providing
Placement (JCP), where the formulation optimally solves tiprotection against single link failures has shown that the
problem of working capacity provisioning, jointly with sga Proposed technique introduces a significant saving ovecayp
capacity placement. The objective function corresponds Réotection schemes, such as 1+1 protection, while actgesin
the minimization of the total required capacity for workinggFomparable speed of recovery.
and protection circuits. The detailed ILP formulation wikk
included in an extended version of this paper. In Table II REFERENCES
we show a few examples which have been evaluated US{fiJa. E. Kamal, “1+n protection in optical mesh networks usingtwork
the developed ILP in which we compare the cost of provi- coding on p-cycles,” irthe proc. of the IEEE Globecqr2006.

i ; ; A. E. Kamal, “1+n protection against multiple faults in mesétworks,”
sioning and protecting a nhumber of connections under bda}] in the proc. of the IEEE Intl. Conf. on Communications (IC2)07.

the 1+1 prOt_eCtion SCheme_:_and the proposed 1+N schemg.p. zhou and S. Subramaniam, “Survivability in optical netks,” IEEE
The connections are provisioned on a randomly generated Network vol. 14, pp. 16-23, Nov./Dec. 2000.

; ; R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Netwarkormation
network whose graph consists of 8 nodes and 16 undlrec{éb.ﬂow," IEEE Trans. on Info. Theoryol. 46, pp. 1204-1216, July 2000.

edges. The graph is generated in a way that guarantees thgjj iy, . Grover, Mesh-based survivable networks : options and strategies

is at least 2-connected. We introduce three examples, which for optical, MPLS, SONET, and ATM Networkingpper Saddle River,
icinni ; ; NJ: Prentice-Hall, 2004.

correspond to prOV|S|on|ng 12 connections, :_1'4 annec’tlo N. J. A. Harvey, “Deterministic Network Coding by Matrixdthpletion,”

and 16 connections. The case of 16 connections is a specialy.s. Thesis, Massachusetts Institute of Technolitay 2005.

case in which each connection is provisioned on exactly one

edge in the graph. We refer to this last case adulecase in

V. CONCLUSIONS



