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Abstract—Survivability is an important network characteristic
that provides a certain level of data delivery guarantees. fe
degree of survivability is usually governed by the data trasfer
mechanism or protocol that delivers data from source to desha-
tion. In this paper, we survey and discuss a variety of surviability
issues, challenges and mechanisms in multihop wireless netrks.
Unlike some of the previous surveys, we do not focus only on
multipath routing techniques. We try to cover a broader spe¢rum
of survivability techniques in the literature. Moreover, we discuss
new directions in survivability that uses the network codirg
technique in order to achieve a better degree of scalabilitywhich
is usually an issue in most survivability techniques, espéaly in
wireless networks.

I. INTRODUCTION

Multihop wireless networks, such as ad-hoc, sensor and
mesh networks, have drawn a lot of attention in the last decad
and will continue to be an important research topic in the fu-
ture also. Applications for these types of networks are rume
ous and diverse ranging from military to public safety, iieal
and environmental applications. The most important mdrit o
multihop wireless networks, which makes them very attvacti
is their ease of deployment compared to wired networks that
need a pre-installed infrastructure to operate. Howeves, t
flexibility compromises the robustness of these networks. F
example, the nodes in a sensor or ad-hoc network usually
have limited power supply, which causes the nodes to die out
and interrupt the network information flow or reduce network
connectivity. Moreover, the wireless communication mediu
is prone to various types of interference and impairments
causing a wireless link status to dynamically change adegrd
to the channel conditions, and thus causing the wireless
links to be intermittently unavailable. Besides interfeze and
impairments, the harsh surrounding environments and sever
weather conditions may damage either nodes or links (e.g, a
damaged antenna) if the network is deployed outdoors a®in th

general, network survivability methods can be divided it
following categories:

o Protection mechanisms. [1]-[2]. Protection is usually

achieved by using redundant network resources to carry
redundant data units. Usually, a data unit is duplicated
and forwarded on multiple paths from the source to the
destination. In this case, a data delivery failure occuts an
will be detected only if all paths fail. Otherwise, there is
no need to detect the failure or retransmit the information.
This is calledproactive protection and is usually referred

to as 1+1 protection. An alternative way to provide
protection is to divide the paths into two sets, primary and
backup, where only the primary path is used to forward
data to the destination. A backup path will only be used
if the primary path fails. This is calleckactive protection

and is usually referred to as 1:1. Reactive protection can
be extended to M:N, where M backup paths are reserved
to protect N primary paths. The M backup paths are
shared by the N sources, and can be used by any source
if a failure occurs on its primary path, which makes this
type of protection more efficient in utilizing the network
resources. However, reactive protection is slower than
proactive protection since a source must detect a failure
first, and then switch the data flow to one of the available
backup paths.

Although reactive protection is known and viable in wired
networks, it is not technically accurate to talk about path
reservation in wireless networks, since there are no actual
physical links that can be reserved. However, a node
in a wireless network might learn multiple paths to the
destination during the route discovery process and can use
them in a fashion similar to that of reactive protection.
That is, all paths are known a priori and will be used as
needed, but without being reserved in advance.

case of sensor and mesh networks. These problems emphasize Restoration mechanisms: [3]. In restoration mechanisms

the need for mechanisms to enhance the network survivabilit
Survivability is usually defined athe capability of a net-
work to deliver data successfully in a timely manner, even in
the presence of failures. Network survivability is important to
sustain continuous uninterrupted service for the netwees,
and is crucial to maintain the quality of this provided seevi
Although survivability is defined as a network property, its
realization is coupled with a data transfer session. Inyever

only a single path is used from a source to a destination,
and no backup paths are found in advance. Therefor,
restoration mechanisms consume fewer resources than
protection mechanisms. However, restoration does not
provide recovery at the speed of protection. This is

because failures need to be detected first (unlike proactive
protection), after that a resource discovery procedure is
invoked (unlike protection techniques in general), and

session there is a sending side and a receiving side, each finally rerouting is done to find a different route for the

of which may consist of one or more network nodes. In

data units. Note that the rerouting mechanism here is



® ® provide survivability against k-1 failures, at Ied‘ég—l% of the

/ \ network resources used in the communication session will be

® © O, @ wasted to provide the required redundancy. The second one

\ / is the problem of the produced overhead. The high overhead
O&—® produced from duplication may affect the network perfor-

Fig. 1. Graph G: 3 node-disjoint paths between S and T mance and lead eventually to congestion, which becomes more

different from that in reactive protection. In restorationnotable as the number of protected sessions increasesdn ot
no information about the available network resource igords, traditional proactive protection approaches doscate
known to the node that detected the failure, that iwell as the number of communication sessions increases.
why it needs to discover the network resources first to To mitigate the effects of duplication, erasure codes or
be able to do the rerouting afterwards. However, undeetwork coding can be used. The main advantage of these
protection, multiple paths are computed a priori, and thuchniques is that duplication is eliminated, and thusuteful
the rerouting mechanism in reactive protection is verroughputis increased. In erasure codes a data unit isledco
simple and is confined to just switching to an availablito n + e smaller sub-packets that are forwarded oA- e
path from the backup set. Finally, it should be notedode-disjoint paths to the destination. It is enough for the
that restoration is implicitly implemented in all routingdestination to receive out of these sub-packets to recover the
protocols in the form of route maintenance mechanismariginal data unit, i.e.¢ failures can be tolerated. In network
« Hybrid mechanisms: [4]-[5]. In this case a mix of pro- coding, the coding process is not done at the source, rdiber t
tection and restoration mechanisms can be used togetlirtlermediate network nodes are responsible for creatirg th
« Coding-based mechanisms: [6], [7]. These approachesrequired combinations. In addition, the created combamesi
aim to reduce the proactive protection overhead withoate created from whole data units or packets, and not sub-
compromising the recovery speed, by utilizing erasurgackets as in erasure codes. If the S-T max-flow equals,
codes or network coding. If there are only 2 availablthen a proper network code can be designed to delivere
paths between the source and destination, then codiggmbinations to the destination. Theset e combinations
based approaches cannot do better than duplication. Cane created from: data units, such that any of then + e
sider the example in Figure 1, where there are 3 pathembinations are solvable. Since different data units erg s
between S and T. In this case, using duplication we cannotthe network coding case, the useful throughput of network
protect more than 1 data unit, since to protect 2 dat@ding is even better compared to erasure codes. This will be
units we need 4 disjoint paths (two for each data unitjliscussed later in Section IV.
However, if network coding is used, two data units can .
be protected together using only 3 paths (i.e., 25% leSs NEtwork connectivity
resources). To do this, the source sends 2 data unitsNetwork connectivity is defined as the minimum max-flow
one to node C and the other to node E, and becausebgtween any two nodes in the network, which is equivalent to
the wireless multicast advantage, node A overhears bdtie minimum link cut between any two nodes in the network.
transmissions and sends their sum (bitwise XOR) to tAdhe definition can be extended to cover the minimum node cut
destination on the third path. This way, the destinatiodlso. That is, network connectivity is defined as the minimum
receives 3 equations in two unknowns, where any raumber of nodes (or links) that when removed (e.g., due to a
equations are solvable and are enough to recover tadure) the network will be divided into two components
original data units. and A’, such that no node inl is connected to a node iA’

The rest of the paper is organized as follows. Survivabili§nd vice versa. Altermatively, a network is said to be cottec
issues and challenges are discussed in Section II. A surJEji€re exists a path between any pair of nodes in the network
of some of the survivability mechanisms is presented frurthermore, the definition can be extended to k-connegtivi
Section IlI. In Section 1V, we compare traditional protecti where a network is said to be k-node (link) connected if there

techniques to coding-based techniques. Finally, the p-ﬂ;pe,exists k node (link) disjoint paths between any pair of nodes

concluded in Section V. in the network.
Network connectivity is an important network property that
Il. SURVIVABILITY ISSUES AND CHALLENGES directly affects the network survivability. This is becaus
In this section we consider the challenges and issues delafgtwork connectivity is what limits the number of alternati
to the different survivability mechanisms. paths that can be found between a pair of nodes. A certain
. level of network connectivity can be achieved using node
A. Scalability deployment algorithms or satisfied through topology cdntro

The scalability challenge rises mainly in proactive pretectrategies. Wireless sensor networks motivated the dpvelo
tion mechanisms. This is because survivability is provideadent of numerous such algorithms and strategies. This is
through using redundant network resources to forward redumecause, in many scenarios, WSNs are assumed to be deployed
dant data units. There are two problems in such schemes. Tieesponse to certain large-scale events, such as cathesp
first one is the problem of wasted resources. For example,aod thus the deployed network must have a certain level of



m] | ® om (® o] | scope of the search for a new path is from the source to

® Dl\«©/ﬁl \® the destination. However, in end-to-end recovery, theveno
om - \DAI 7 time is longer (compared to local recovery) and the wasted
() BB (E) bandwidth is more, since the notification message must be

forwarded by all the intermediate nodes on the path all the wa
back to the source. In contrast, local recovery may provitde s
optimal alternative routes (optimal from the detecting edaol

the destination), but is faster and more efficient. In sonsesa

C. Digoint Vs. Interleaving paths both techniques are used. Local recovery can be used as a first

Multipath routing is the mainstream approach to proactivdd @ help packets in transit to reach the destination atste
protection mechanisms. In multipath routing k paths arenéou ©F dropping them, until a new end-to-end path is found and
between a source node (S) and a destination node (T), theSgd by the source.
paths can be either node or edge disjoint, or they can be
interleaving, i.e., some edges are shared. When a datasunit i ) ] )
to be sent from the source to the destination, the sourcessend'n this section we discuss some of the most well known
k copies of the data unit to the destination on the k pathaeif tSUrvivability mechanisms proposed in the literature. Sine

paths are disjoint, each of which forwards a single copy to #'€ limited in space, this discussion is by no means exhaaysti
This guarantees successful data delivery if failures tdieep PUt the discussed mechanisms are sampled in a way that covers
on at most k-1 paths out of the disjoint k paths. However, dfpe whole spectrum of the survivability approaches. Weudisc

the copies will be lost if failures occur on all k paths. each class of survivability mechanisms (as identified in the

If the paths are interleaving, a shared link does not forwalgtroduction) in a separate subsection. In addition, we add
all the copies from all the paths, it only carries one of the@" extra subsection to cover some of the algorithms used for

and the head node of the shared link duplicates the data (fpstructing reliable communication backbones.
on all of the outgoing paths. In the interleaving paths case,A Survivability mechanism usually targets a certain type of
successful data delivery is guaranteed if failures takeeplal@ilures. In general, failures can be either node failutied

on at most p-1 paths, where p is the maximum number failures or service node failures (such as access points; ga
disjoint paths from thek S-T paths, and < k (if p=k the Ways base stations, or cluster heads). We differentiatedss

paths are disjoint). Unlike the disjoint case, interleavinay égular network nodes and service nodes, because theefailur
enhance the chances of the information to reach the destina®®f @ Service node has a larger impact on the network, since it
even if failures occur on all the k paths. This is illustraiad affects all the nodes associated with it. It should be ndied t
Figure 2. In the graph four paths are found from the sourd@e focus of this paper is on the survivability mechanisnas th
to destination, namelyP; : S — A — B — T, P, : S — enhance the survivability of communication sessions, astd n
A-C—E—T,Ph:S—D—C— B— T, and ©nthe mechanisms that enhance the survivability of indiid
Py:S — D — E — T. Note that the choice of the paths isnetwor_K components. In other words, we focu§ on mechanisms
not unique, and other interleaving paths can be choseneln fhat mitigate the effects not the causes of failures.

4 paths aboveP; shares link (S,A) withP, and link (B,T) A proactive Protection Mechanisms:

with P3. P, shares link (S,D) withP;, and link (E,T) withP;. ) o )

To see the advantage of interleaving, assume that links)(A,B 1he most agile class of survivability methods is proac-

(A,C), (D,E) and (C,B) have failed. In this case node C wifive protection, since redundancy (in information and used
still receive a copy from D, and will send it to node E whicHiesources) ensures that the destination will receive tf@-in
in turn will relay it to the destination. mation even if a failure occurs. Because of this fact, most of

the previous work in the survivability of multi-hop wirekes

D. End-to-End Vs Local Recovery networks belongs to this category. Approaches to solve the

The recovery process is initiated once a failure is detectgatoblem of finding multiple disjoint paths can be theordtica
Recovery can be done on an end-to-end basis or it can (based on graph theory or network flows concepts) or prdctica
done locally. In end-to-end recovery a node that detectsirathe form of protocols. The authors in [1] take an algoritbm
failure notifies the source by sending a specific messagen Ugpproach, and introduce centralized optimal polynonirakt
receiving this notification, the source is responsible fodiing algorithms for finding either minimum energy link-disjoint
an alternative path to the destination. On the contraryallocor minimum energy node-disjoint paths in wireless Ad Hoc
recovery is initiated directly at the intermediate nodet firat Networks. The proposed algorithms use known minimum-
detects the failure. In both cases, the alternative patthimigveight k-disjoint paths algorithms (e.g, Bhandari’s or Buu
be stored in the source (or intermediate node) buffer ajreadballes algorithms) on a transformed graph. The transfaomat
or yet, needs to be discovered. This depends on the memtales any graph G, and transforms it to a fully connected
allocation for routing information at each node. graph G’ (i.e., with (’2‘) links), where each link is assigned

The main advantage of end-to-end recovery is that it pra-cost that represents the needed power to transmit on it by
vides the best (i.e., least cost) alternative S-T path,esthe any end node. The algorithms minimize the total energy on all

Fig. 2. 4 interleaving paths, and at most 2 are disjoint, ke= 4 andp = 2

connectivity to guarantee successful data delivery unuese
conditions.

IIl. SURVIVABILITY MECHANISMS



the used paths by exploiting the wireless multicast adegntaThis information is then spread using HELLO messages that
(WMA), which also makes them more suitable for wirelesare also used to discover the topology. R-nodes are placed or
networks. Specifically, for the node-disjoint case the fFpb make their movement decisions according to the received min
reduces to optimizing the transmission energy at the sourcet information, where an R-node moves to the proximity of
so that its transmission can reach a suitable set of neighbamode with the least local min-cut. If two or more nodes have
that allows establishing k node-disjoint S-T paths. For thbe same local min-cut an R-node moves to the proximity of
link-disjoint case, the problem reduces to finding nodgedis the node with the largest min-cut set (the partition resglti
paths between common nodes on the link disjoint paths usifigm the cut, that has the largest number of nodes).

the previous algorithm. The proposed algorithms optimally

®
solves the 2 link-disjoint paths problem @(kN®), and the Val \ / \

k node-disjoint paths problem i@(kN3). H ®R.)
On demand routing protocols that are able to find multiple ©\ / \ /®

node or link disjoint paths, between a source and destimatio

pair, were developed for ad-hoc networks. Some of these rout (a)

ing protocols are extensions to well known routing protscol

such as Ad-hoc On-demand Distance Vector routing (AODV), '_,‘_,‘ o H

and Dynamic Source Routing (DSR). There are two main © ® ® ® @

differences between single-path and multi-path routirgjqr (b)

cols. First, intermediate nodes are allowed to forward ihapd m('gi 3. I%ODVMZ(a) dA {Jet\tf;l C?mposéed 05 three reliable segmentsere k=2.
RREQ (Route Request) messages to give the destination path composed tolaly from -nodes .
options to choose from. Duplicate RREQ messages result fr nﬁn e?<tenS|on 0 DSR’ referred to as MP_PSR (Multipath-
broadcasting the RREQ by the original source and all tryeynamic _S_our_ce Routing), was proposed in [9]. MP.'DSR
nodes that hear it afterwards. Second, intermediate noges '3 ¢ mod|f|cat|o_n_ to DSR that enables tth‘ computation of
not allowed to reply if they have a valid route to the destorat multiple node-disjoint paths. In MP-DSR, reliability istted

in their routing table, in order to ensure disjointednedsveen as a QoS meiric, which is used to determmg the number of
paths. paths to be used. In other words, the reliability of the set of

AODVM (AODV-Multipath), an extension to AODV, was disjoint paths that will be computed by the destination $thou

proposed in [8] to find node-disjoint paths. In this approac%ollectively satisfy_acertain reliability requiremenhé’sog_rce_

an intermediate node forwards all the RREQs it receives, a s be (tjr?termlngwg 1)fthetfweSttﬁCfiEtable path r_d’hﬁbt'
keeps a table (called the "/RREQ Table”) in which it records:low’ ) the number o [pathspy, that the source aims to

all the neighbors from which it received the RREQs. Inte Jiscover, and 3) the period of time in which thg rogtes will
mediate nodes are not allowed to send back RREP messa %Esed,tw. The valluesdo;glow ?I'?d g%gre carried in t?]e
Therefore, RREPs are sent only from the destination no Q messages. In addition, the Q messages have a

where for each RREP message the destination includes a ' A ﬂbat contam_s_the ac;ur\r’réulated_reihablhg (:f thedtnameid ‘
field that contains the ID of the last-hop to the destinatioljlgi - ©bOn recewving an Q an intermediate node updates

(to distinguish node-disjoint paths). Upon hearing an RR e accumulated reliability field in the RREQ, and decides to

from a neighbor, an intermediate node deletes the neigib rward the message if the accumulated reliability is large
' an ], .. Each intermediate node is allowed to forward

entry in its RREQ table (if there is any) and inserts a ne : .
route in its routing table. In addition, if a node overheans a'*° duplicate RREQ messages. Before sending the RREP

RREP message from a neighbor it also deletes the neighbé?’g_ssages either 1)_ the destination r_10de wait_s a certain time
entry in its RREQ table to prevent a node from participating ipenod before running a path selection algorithm to choose

multiple paths (to guarantee node disjointedness). THeoasit :Ee dlsquntdr%uéis (to _have enOl:]gh ?ﬁtl?ns),t.or 2t)hwalF§I Ltj)nlt
propose using reliable nodes (or R-nodes for short) to amzre € receive Qs give enough paths to satisfy the retiabi

the number of reliable paths, where it is assumed that I|_:éa_quirement. Route maintenance is needed only when al§path

nodes do not fail at any time. A reliable path is compose"’He broken or whe,, expires.

of a set of connected reliable segments, where a reliableThe routing protocols discussed above are proposed to
segment, in turn, is defined either as a setk dfisjoint paths protect unicast connections. However, other connectinrcst
between two reliable nodes (s a design parameter) or a patttures were also considered. For example in [10] to achieve
composed only from reliable nodes. This is clarified in Fgursurvivable broadcast and multicast, the use of redundaestr

3. The authors show that randomly placing the R-nodes was proposed. Basically two broadcast/multicast trees are
the network does not increase the number of reliable pathceated, and then, information is forwarded on both trebs. T
lot, and thus they propose a placement strategy that refiestwo trees are said to be survivable, if for every destinatiode

the randomized min-cut algorithm. They assume that a nodach tree has a path from the source to that node, such that the
knows the local network topology up to a certain number d¥vo paths are node-disjoint. Two flavors of this problem were
hops. From this knowledge each node calculates the mimcutrtroduced;1) minmax survivable broadcast/multicastdran

this local sub-graph using the randomized min-cut algorith which the maximum used power by any node is minimized and



2) minimum survivable broadcast/multicast trees in whioh t depends on an anglg, called the routing angle. Other sensors
sum of the transmission power of all the nodes is minimizethat forward the packet perform normal geographical raytin
An optimal algorithm was presented for the first problem ofhe routing angle depends on the distance from a sensor node
orderO(n?logn) and an effective heuristic was given for theo the base station, where the longer the distance the narrow
second problem of orde?(n?(m + n)). the angle. In order to guarantee that power consumption is
- . _distributed among the sensor nodes, it is assumed that arsens

In addition to Ad-hoc networks, many survivable routing,ode will notify its neighbors when its remaining energyso
protocols have been developed for WSNs. To make use fiow a certain threshold. Upon receiving a notification, an
the dense deployment of WSNs, the authors in [11] presentgekiream sensor chooses an alternative downstream node.
GRAdient Broadcast (GRAB). Basically, a cost field is first 14 tglerate base station (BS) failures in addition to normal
constructed, which assigns each node a cost that repres@Rissor node failures, an algorithm to solve the colored tree
the needed energy to forward a packet from this node to tﬁﬁjltiple pair (CTMP) problem was introduced in [13]. Ba-
sink along the least cost path. Then, when an event occ&s, {a|ly, to tolerate BS failures, it was assumed that a WSN
sensors in the proximity of the event elects a node called tﬁ?ay contain more than one base station, and the crux of the
Center of Stimulus (CoS), which has the best reading and Willyrithm is to find for each node in the network two node-
be the only node to send a report to the BS. The CoS assigfi§oint trees, such that each one of them is rooted at ariifte

a credit (x + Coos) to each report it creates, wheféos i s, Therefore, the WSN can tolerate a single node failure eve
the cost of the CoS, and is an additional credit calculatedis it \as the BS without loss of information.

by the CoS. Upon receiving a report, an intermediate node
checks the remaining credit in the report, if the ratio of thB. Reactive Protection Mechanisms

remaining credit to the original credit is higher than théada 14 reduce the amount of traffic produced in a proactively
of the current node cost...rrnt) 10 the original source cost protected communication session, and hence energy corsump
(Cource), 1-€.2=%uset > (Zruzzent)2, the node broadcasts theyjon  reactive protection can be used. In reactive prapecti
report with a power high enough to guarantee that the neargf{chanisms, multiple paths are known in advance before
3 downstream neighbors will receive the report. Otherwisgye communication session is started. However, they are not
the node uses its minimum cost path to the sink. This creaigsq unless a failure was detected on the primary path. Split
a forwarding mesh that is composed of a set of interleavingytipath Routing (SMR) [14] is an example of such reactive
paths, which will forward the report to the sink, as showpgtocols. As in other on-demand source routing protochts,
in Figure 4. Obviouslyp + Ce,s controls the width of the o te discovery is initiated at the source by flooding an RREQ
forwarding mesh; a largerr means more robustness. Thenessage in the network. When duplicate RREQ messages are
authors showed through simulation that wher> 6 + Ccos  received by intermediate nodes only those coming from diffe
the delivery ratio is more than 95%. ent links (i.e., neighboring nodes) with the number of h@ss|
Widen |  Narrow down than that in the first received RREQ are forwarded, otherwise

I the message will be discarded (compared to discarding all

I duplicates as in single path protocols). The reason for this
@<§ I is_ Fo. give the destinatiqn more thions to pick maximally
I @ disjoint paths. The destination will always choose the path
|
|
|

< with the least delay (the one included in the first received
RREQ) as the primary path. After that, the destination fies t
maximally disjoint path(s) with the least delay path (iwith

Credit ratio > | credit atio < the minimum number of shared hops). Then, the path with the
Distance ratio | Distance ratio 3 ... .
least number of hops from those maximally disjoint is seldct
Broadcasting Least cost paths as an alternative. The authors tested two variations of SMR.
to 3 nrighbors merging

the first, SMR-1, the route discovery process is repeated upo
Fig. 4. %RAB: As long ﬁs ;he regﬁ_aining Cf:edi'td fhatio is |a\;3ﬁﬂﬂ the 3 single failure on any of the paths. In the second, SMR-2,
jemining ditance oo, the foruardng mesh widh eem Wihen & the route discovery process is initialized only when botthpa
merging as they approach the sink are disconnected. It was shown through simulation that SMR-
Angle-based dynamic path construction was introduced 2hperforms better than SMR-1 and outperforms DSR (in terms
[12] for WSNs. The mechanism is a variation of geographicaf packet delivery ratio, delay and overhead).
routing. In geographical routing a node chooses to forward The many-to-one communication paradigm in wireless sen-
the data packets to the neighbor that makes the best progmmsnetworks was considered in [15]. An efficient algorithm
towards the sink, which creates a single path to the sinkas proposed to provide each node in the WSN with a set
However, in angle-based routing, a source node (the one tb&node-disjoint paths to choose from in the case of a failure
generates a data packet, not the one that forwards) choosedhe primary path. The route discovery process is intiate
all its neighbors that are located in a certain area to fodwaby the BS that broadcasts a beacon message. Upon hearing
its packet. This area is called the angle zone, which in tuthe beacon message each of the first hop neighbors of the



BS includes its ID in the beacon (in a newly added field thatith a Gateway (Cluster Head). To preserve the scarce sensor
was left empty by the BS) to distinguish the branches of tlemergy, a sensor associates itself with the cluster headana
tree rooted at the BS. The parent of a node that receives thereached using minimum transmission energy. The sensors
beacon message is set to be the node from which it receiasbociated with a gateway are said to be in the finaFSet

the beacon. A node learns an alternative node-disjoint wathof that gateway. The sensors that can be reached by a certain
the BS if it receives a beacon from the same route update rougateway, say=; but use less energy to reach another gateway,
but with a different first-hop ID. This way all nodes that casayG;, are said to be in the backup &$et of G;, where the
hear beacon messages from multiple branches know multiplkeion of Bset and Fset is the range BSet. Upon a gateway
node-disjoint paths to the BS. To enhance the chances aof othede failure or a range failure (the sesnor node cannot reach
nodes that cannot receive beacons from more than one braritshinitial gateway) the sensor associate itself with theegay
every node that discovers an alternate path broadcasts th&t needs minimum energy to be reached (i.e., the sensor
information. Upon hearing an alternate route update messageeds to be in at least one BSet). Otherwise, the failureatann
a node checks if the message was received from a ndmerecovered from.

different from its parent (to guarantee node-disjointesiie , )

if so, the new route is added to its routing table, and its nekt Restoration or Recovery Mechanisms:

hop on the alternate path is set to be the node from which itRestoration mechanisms are implicitly implemented in all
received the route update message. After that the routeteipdauting algorithms as route maintenance procedures. Ad hoc
message is rebroadcast so that other nodes can benefit f@mDemand Distance Vector (AODV) Routing uses either
it. Figure 5 shows a simple network, in which the sink ha®cal or end-to-end restoration depending on the design pa-
2 neighbors, i.e., 2 branches are constructed. The solid limrameter "MAX_REPAIR TTL". This parameter represents the
represent a branch, the dotted links represent anothechyramradius (in hops) around the destination in which intermiedia
and the dashed links represent the available links betwewrdes are allowed to do local recovery if a failure was detct
nodes. In the figure, Black nodes are the nodes that are ablemothe used route. This parameter in turn depends on the
hear beacons from 2 branches, and thus learn an altern&te petwork diameter. After local recovery is done and a new path
directly. Grey nodes learn alternate paths from alternateer is obtained, the length of the new path is compared to the
update messages. If a node wants to forward a data packet Emdjth of the old path. If the new path has a higher number
its parent has failed, Per-hop Alternate Path Packet Sialgagof hops, a RERR message is sent to the originating source to
(PAPPS) is done, the node randomly chooses an alternate pafarm it about this change. Upon receiving the RERR, the
from its routing table, such that it does not have any node source can choose to either keep the new route, or can énitiat
common with the nodes on the route from the source to thenew path discovery process. If the new path has similar
current node, and thus, avoids cycles. Assume that link (Aumber of hops as that in the old path, the recovery process
C) has failed in Figure 5, then node A uses its alternate patfil be invisible to the originating source and it will not be
through node B. notified. The route maintenance procedure in dynamic source
routing (DSR) is a combination of restoration and reactive
protection and will be discussed in the following section.

As in protection mechanisms, restoration can be done to
recover association with service nodes. In [3], the autpogs
sented a scheme to provide survivability against AP fadure
They presente@AWAN (Survivable Architecture for Wireless
LANSs). Basically, upon network deployment and before any
failure, the AP should identify two kinds of nodes, 1) Bridge
nodes, which are nodes that can hear from more than one AP,
and 2) Leader nodes, which will act as control heads after the
. Learned alternate route by beacon AP fails, and are responsible for calculating new routesio t
O Learned alternate route by alternate route update remaining network. The authors suggested that, the assdcia
nodes to a certain AP should switch to Ad hoc mode upon
Fig. 5. As long as the remaining credit ratio is larger thaa tamaining detecting the failure of that AP, and try to connect to the

distance ratio, the forwarding mesh width increases. Wher less, eacl L k with the aid of the lead d brid d
node uses its least cost path to the sink, and these paths stéghmerging remaining network with the aid ot the leader and bridge nodes

as they approach the sink . .

Reactive protection can be applied in a different contekt: Hybrid Mechanisms:
other than recovering from path failures. Lost associatiith A mix of protection and restoration techniques can be used
service nodes, such as APs or cluster heads, can be recovérethis case. The main advantage of hybrid mechanisms is
quickly if a network node knows other service nodes withithe design flexibility they provide, which helps in tailogin
its range in advance. An example on such a scheme is fousutvivability mechanisms to fit certain application neels.
in [2]. In this paper a fault-tolerant clustering mechani®n dynamic source routing (DSR), when a failure is detected
WSN was proposed. In a WSN each sensor node is associdigdan intermediate node, this node sends an RERR message




to the source. In addition, if the node that detected tHeom 1:N protection in L1, dynamic on demand re-routing in
failure has an alternate path to the destination in its mgmot.3 or the multi-homing ability of SCTP in layer 4, depending
it uses this path to salvage the packet that triggered tbe the nature of the running application. For example if the
RERR. However, if no routes are available then the packapplication is delay sensitive, 1:N should be chosen, wihile
is discarded. When the source receives the RERR it initiatiéds delay tolerant the multi-homing ability of SCTP would
a new route discovery process to restore its connectivity b@ more suitable.
the destination. A modification to this operation was prabs )
in [16]. Upon detecting a failure a node attempts to repdir SuUrvivable Backbones.
(salvage) the failed route using information in its cactiend Another problem that was studied in the literature is the
route was found, bypass routing (restoration) is done withoproblem of constructing a reliable network backbone. For ex
sending an RERR to the originating source. A prototype dallample, in [17] the authors presented centralized and bliged
SLR (Source routing with Local Recovery) is proposed, whicalgorithms to compute k-vertex connected spanning sulbgrap
is essentially a variation of DSR. This differs from DSR irSimply, a k-vertex connected subgraph is a generalizatfon o
being a little bit more optimistic, since no RERR message fBe minimum spanning tree, which is 1-connected. A differen
sent to the source if salvaging fails. Simulation resultsvsh approach to solve the reliable backbone problem, is by fondin
that this algorithm reduces the number of broadcasts dane &éok-connected dominating set. This problem was further ex-
path maintenance, and thus the number of route requeststdnded in [18], where the authors presented two algoritloms t
addition it was shown that it has a higher delivery ratio ancbnstruct a k-connected m-dominating 8etC' DS in a graph
goodput compared to DSR. G(V,E) to act as a communication backbone for a WSN. A
This combination of reactive protection, packet salvaginget D C V is an m-dominating set if any node \D is a
and restoration was also proposed in the CHAMP (Cachimgighbor to at least m-1 nodes In (a node dominates itself).
And Multi-Path) routing protocol [5]. Basically, the pratol The centralized algorithm CGA constructs lanC DS in
exploits temporal locality to help in salvaging a packetwat O(|V [>®|E|) by adding nodes to the sét (which will be the
failed route (dropped packet), which is done through caghikmCDS when the algorithm ends) in a non-increasing order
a number of recently forwarded packets at each node. Wheitheir number of neighbors; breaking ties by the remaining
a failure occurs on the used route the affected node triesgower, and finally breaking ties arbitrarily by the node IheT
salvage the packet using routing information in its memorfinishing step is to optimiz€' by removing nodes from it such
If it fails, it sends back an RERR message to the originatirigat it remains k-connected and m-dominating. The authors
source, which contains the header information of the affiéctpropose a Distributed Deterministic Algorithm DDA to do the
packet(s) that used that failed route. Upon receiving an RERame job by first using one of the known distributed algorghm
message, an upstream node checks to see if it has this patketompute a CDS, then using another known distributed
in its cache. If so, it checks to see if it has an alternativgago algorithm to compute m-1 MISs (Maximum Independent Sets)
to the destination in its route cache and sends the packetinr?\C, and finally adding nodes 16 relying on the fact that
this route. Otherwise, the RERR message is sent back to tha node has k neighbors i@/ then it can be added to it and
next upstream node until it reaches the source. During rodte newC will still be k-connected. The difference between
discovery a node that rebroadcasts a RREQ message kdabpse algorithms and previous ones in the literature isthiegt
track of the minimum forwarding coumbin fc and the node(s) allow the case of # m.
that sent an RREQ message witlin fc in a setP. This is i ,
done per destination. The sBtwill be used to distinguish the - Coding-based protection
nodes that should forward the RREP back to the source. Thdn Section Il it was indicated that erasure codes and network
same thing is done when dealing with the RREP messagesling can be used to enhance the scalability of proactive
from destination, i.e., the hop couht to the destination is protection schemes. The work in [6] gives an example of using
monitored, thus creating multiple source-destinatiorhpaif erasure codes in a fashion similar to that discussed in &ecti
the same minimum length. Each node on the route keeps trdlcko reduce the overhead of data redundancy. That is, a data
of its next possible hops in a s8t and it alternates betweenpacket is first divided into n smaller sub-packets, from whic
them in a round robbin manner to forward packets to the sameredundant sub-packets are computed. Then, these n+m sub-
destination. This helps in distributing power consumptioid packets are sent on n+m node disjoint paths, which will tesul
the burden of extra storage at the nodes. in less overhead compared to duplication, especially ik <
A dynamic policy-based multi-layer self-healing mechamis n. This enables us to tolerate m failures, since the desbinati
was proposed in [4]. It was suggest that recovery from aifailuneeds only n sub-packets to recover the original data. In [6]
can be done in different layers according to the survivabihe value of n is made equal to the expected number of paths
ity needs for the affected application (or applicationsheT that will be successful with high probability, which can be
mechanism is multi-layer because it uses different subiiitg  estimated given a set of paths to the sink and their failure
schemes in layers 1, 3 and 4, where it was recommended thaibabilities.
SCTP (Stream Control Transport Protocol) should be usedAs for network coding, the authors in [7] proposed using
instead of TCP in layer 4. The authors suggested choosingtwork coding to provide proactive protection againsklin



failures in many-to-one flows. The problem considers a s Useful Throughput

of wireless mesh routers and the set of wireless mesh clig ,, ~ PUPE«I0 T ECOKI0 NCBIeE —oNC@Ice —NC@I=10
(or users) associated with them. It is assumed that thesus¢
data units will be relayed to a common gateway (sink) throug
multihop wireless communication. The set of users contai
n users, and the set of routers to which the users are direc
connected contains at least+ 1 routers. To tolerate a single
failure, the routers have to create+ 1 (n + e if e failures
are to be tolerated) linear combinations from the user's de
units, such that any of them are linearly independent. Thest

n + 1 combinations are then forwarded to the sinkor- 1 °, ) s . . . , . . »
(or n + €) edge-disjoint paths, which means that a single ( The number of subpackets (n)

link failure(s) will at most affect onee path(s), and thus the Fig. 6. Useful throughput of the three schemes in (data kitThe useful
sink will be able to recover the original data units if at mostuplication rate is constar)t. The erasure codes rate isndepé on n. Fir_]ally,
one ¢) failure(s) take place, by using the remaininginear the network coding case is dependent on the number of patiisdkachieves

binati fth b ¢ iabl hs f h better rate compared to duplication and erasure codes
combinations. If the number of available paths from t eemt_Therefore, the rate in this casesgr(n + 3). Obviously, the
to the sink is less than + 1, the n sources cannot transmi

. i trate is a function of n. However, it also depends on the number
together and must be divided into groups. It was shown

. . ; paths indirectly, sincei + 1 cannot be larger than k.
[71 that this genera_l problem IS NP-complete. For the sing € When network coding is used, the k paths carry k com-
failure case, an efficient algorithm was proposed to creat

ding t hich orod h ed binati tt fhations in k-1 data units to the destination, such that any
coding free, whic Qpro uces the required combinations@t1p 1 of them are solvable. This can be easily accomplished
router nodes ir0(n?).

by sending k-1 native (uncoded) data units to k-1 first-hop
IV. DUPLICATION VS CODING-BASED MECHANISMS neighbors of the source. Because of the wireless multicast

vantage, the last 1-hop neighbor will be able to overhear

. . L ) a
In this section we compare duplication to coding bas ffse k-1 transmissions and XOR all the received data units

approaches, i.e., both erasure codes and network COd'ng't Screate the last combination. Since only k-1 packets are

assume a simple topology, where we have a source/desﬁna‘gnsmitted (not sub . .
) . L . -packets), onf§ — 1 + 2)7 time units
pair S and T, with k node-disjoint S-T paths in between, whe ffe needed. Therefore, the useful data rate at the destinati

k is an even number, and all the paths have the same number, . :
. ) . k—1 k + 1). Note that th te d d
of hops, L. In addition, we assume that protection is to b s case i )/T(k + 1). Note that the rate depends

provided for the S-T information flow against a single faglur §early on the number of paths. Figure 6 plots the rate for the

; : three cases, where the x axis is the number of sub-packets n.
and that the one hop propagation delayrisWe take the w Xaxis | u ub-p

o Ngte that the performance of duplication and network coding
transmission conflicts between the nodes along the same nath
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different patlhs tfr?r stlmpllchy. We assume that the |3teefmfe Glray dotted line represents the rate for erasure codeshwhic
range equals the transmission range, 1.€., a node can 0E\é(arly gets better as the number of sub-packets incre@kes.
transmit to and interfere with all its 1-hop neighbors on thSrasure codes rate is drawn for the case when k = 10. However,
same path. . . . L for smaller values of k the rate follows the same trend but the
To tolerate a single failure in dup_llt_:a_tlon-based apprmchf nction will be undefined after n=k-1, since the total numbe
each packet is forwarded on 2 disjoint paths. Therefore, lf‘sub-packets (n+1) cannot exceed the number of paths (k).

there are k paths the source can use a different pair of Pajg, ot of Black lines (dotted, dashed and solid), represent

for each packet to distribute power consumption. Since aeno&j]e rate for network coding, where each line represents the
cannot transmit and receive at the same time, the source ¢80 for a certain k. As in era,sure codes, the lines repragent

transmit a packet evergr b_ec?‘use it needs t_o wait fo_r thethe network coding performance for some k cannot extend
2-hop ne|gh_bors_to _transmlt f|_rst_ so that their transmsmorgjeyond n=k-1. Note that when an erasure code is used, in each
do not conflict with its transmission to the 1-nop neighborg.,,mission round the source makes k short transmissions,

'(jrhet(efcire, t.hle ?:ate. of recel(\jllrlg usiful mformstlct)n tﬁt tthSne for each sub-packet. That is, to transmit k-1 packets
estination isl/3r (i.e., one data unit everyr3. Note that o oq,ce need$k x 7/n)(k — 1) time units, and since

the throughput is independent of the number of paths. n = k — 1 the source will eventually neetir time units.

In erasure codes, each sub-packet is transmitted alone %ever when network coding is used ofily—1)r time units

needs roughlyr/n _t|me units (since |_ts SIz€ 1S smalle_r). re needed, which establishes the difference in performanc
We assume an optimal erasure code in which only a smq?

redundant sub-packet is generated, i.e., a total ef1 sub- Btween erasure codes and network coding.

packets are transmitted to provide protection against glesin V. SUMMARY AND RESEARCH DIRECTIONS

failure. In this case, the source can transmit the- 1 sub- In this survey we covered the different classes of surviv-
packets every(n + 1 + 2)7/n = (n + 3)7/n time units. ability mechanisms for multihop wireless networks, namely
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