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Abstract—This paper introducess an implementation of the reserved in advance so that when a failure takes place, packu
network coding-based generalized 1+N protection techniceipre-  pathd which are reserved in advance, are used to reroute the
sented earlier by the author in [1] to protect against singlelink  yaffic |ost due to failure. These techniques include the 1+1

failures. Instead of using two protection circuits for a group . . - o . -
of connections which are to be protected together as in [1], protection, in which traffic is transmitted on two link digjo

only one protection circuit is used, which takes the form of Paths simultaneously. If the working path fails, or becomes
a tree. The protection circuit carries linear combinations of noisy, the receiver then switches to the signal on the backup
the data units originally transmitted on the working circuits, path, and 1:1 protection, which is similar to 1+1, but traffic
and these linear combinations can be used to recover lost d&t s not transmitted on the backup path until after a failure

due to link failures. This recovery is carried out with the . detected. 1°N tecti . tensi F11 hich
assistance of one node on the protection tree, which is chaose IS detected. 1.N proteclion IS an extension ot 1.1 in whic

to reduce the recovery time. Moreover, unlike the scheme inl] ©One backup path is used to protect N working paths. M:N
which protects unidirectional connections, this scheme isised is an even more general extension, where M protection paths
to protect bidirectional connections. This protection tetinique gre used to protect N working paths. Note that 1+1 is faster
requires exactlythe same amount of protection resources used than 1:1, or its extensions, since it does not require degct
by 1:N protection, and can therefore be considered as a step - . .
towards achieving optimal 1+N protection. The paper also mkes the failure by the source_s, or rerouting the_trafnc. However
a number of other contributions. It introduces an Integer Linear under 1:1 and its extensions, the backup circuit can be used
Program (ILP) formulation to evaluate the cost of protection to carry low priority traffic in the absence of failures, whic
using this technique, and compares it to the cost of 1+1 prot#ion.  can be preempted once a failure occurs and recovery needs to
The comparison shows that a significant saving in cost can be ho performed. In the dynamic restoration strategy no backup
achieved, while still recovering from failures within a shat time. o .
In addition, it introduces an implementation of this schemeusing capaCI'Fy is reserved in a(_jvarlce. However, l_Jpon the occarenc
MPLS. of a failure, spare capacity in the network is discovered| an
is used to reroute the traffic affected by the failure. Pridec
techniques are faster than dynamic restoration technjques
l. INTRODUCTION since the spare capacity discovery phase is bypassed. ldqwev
One of the important operational requirements of networkley require the reservation of significant amounts of backu
is to provide uninterrupted service in the face of failuresesources. Howevever, this spare capacity exploratiorsgpha
This is usually known asietwork survivabilityor network makes dynamic restoration techniques slower than protecti
resilience and network service providers consider this retechniques. Nonetheless, dynamic restoration is more cost
quirement to be one of the key requirements that is usefficient.
ally demanded by customers. Depending on the type of theMotivated by the saving in backup resources achieved by
network, and the technology employed therein, failures maxtending 1:1 to 1:N, the author proposed extending 1+1 to
be more frequent, and even more catastrophic for one typeN, where data from multiple (N) connections is transnitte
of networks as compared to other types of networks. Feimulataneously on the same backup circuit to all destinati
example, in networks implemented with optical fibers, largdowever, since the use of traditional routing results in the
amounts of bandwidth are provided on a single wavelenggallision of data unité on the backup circuit, the technique of
channel, and huge amounts of traffic are carried on the fibastwork coding [3] was employed to transmit linear combina-
especially if dense wavelength division multiplexing (DWD  tions of these packets on the backup circuit. Upon failure, t
is used. Fibers, however, can be damaged accidentally withegeivers are able to recover the lost data units. The author
probability that is much higher than the damage probabilityas introduced heuristic approaches for choosing the facku
for other types of physical media. The failure of a single fibecircuit including p-Cycles [4], paths [5] and two protectio
which is not uncommon, can therefore affect a large number gifcuits, a primary and a secondary one, such that the linear
users and connections. Hence, it is very important to pevidombinations are solved at the receivers in order to recover
a high degree of survivable network operation in the face @ie lost data units [1]. This paper presents a strategy for
failures in optical communication networks. 1+N protection against single link failures that has exattte
Survivability has been an active area of research for same cost as the 1+N protection technique in terms of backup
number of years, and several techniques for providing suesources, and is therefore a step towards implementing an
vivable operations, especially in optiocal networks, hbeen
mtrqduced. Thes.e teChmqueS. can be re_garded _as diear LProtection can also be applied to fiber lines, where a fiberifrprotected,
designed Protectignor Dynamic Restoratiotechniques [2]. and is therefore called line protection.
In predesigned protection, bandwidth on backup circuits is?Data units and packets will be used interchangeably in thjep



optimal 1+N protection. The strategy is an outgrowth of tha¢ There is a setC of bidirectional unicast connections that
in [1] in which only one protection circuit is used. However, need to be provisioned in the network such that 100% 1+N
instead of solving the linear combinations in order to remov protection is guaranteed. The total number of connectisns i
lost packets at the receivers only, the receivers togetliter w given by N = |C|. It is assumed that all connections require
one intermediate node cooperate in order to recover the datédhe same bandwidth3, and this bandwidth is allocated in
The cost of implementation is exactly the same as that oterms of a circuit on a single link, i.e., single hop, or may
implementing 1:N protection. However, the time to recoverconsist of a sequential set of circuits on multiple seqanti
from failures is much smaller, and is comparable to that oflinks, i.e., multihop. Therefore, link protection is a sf@c

1+1 protection. case of this technique.
The scheme has the following properties: e Connections are bidirectional and they require the same
1) Protection against single link failure is guaranteed. ~ bandwidth in both directions. A connectian is between
2) The scheme can be provisioned to protect either unidinodesS; and D;. NodeS; transmits data unlts( , where
rectional or bidirectional connections. n is the sequence number or round number in which

3) The scheme is much more efficient than 1+1 protectionthe data unit is transmitted, while node; transm|tsd( m)
and has exactly the same cost of implementing 1:Nin the same round. Such data units are transmltted on a
protection. working path dedicated for the connection. The data units

In the absence of failures, this scheme provides an errofeceived byS; and D; will be referred to a@lE”’ andsj ,
correction functionality, where a data unit corrupted oe th respectively. COHHECUOIJ € C is identified by the tuple
working circuit can be recovered from the protection citcui < S;, D, 55"), dg.”)
The rest of the paper is organized as follows. In Section W All data units are flxed in siZe
we introduce the network model, and a few definitions ane The protection scheme, 1+N protection, will guarantee that
operational assumptions. In Section Il we illustrate tlasib  if any link on the working path of connectiafy fails, then
concept of our strategy to protect unidirectional conreti  the end nodes of the connectloﬁ; and D;, can recover a
against single link failures, and we explain the differencecopy of the data unltl( and Sj ), respectively, using the
between the strategy in this paper and that in [1]. Thisprotection circuit.
is followed by the description of the general strategy. One It may not be possible to protect all connections together.
special, but important case is also considered, and this cam this case, the set of connectiois, is partitioned intok’
be handled using a pre-processing algorithm. Some notesubsets of connections;; for 1 < i < K, where setC;
on the implementation of this technique are presented irconsists ofV; = |C;| connections, such th@fil N, = N.
Section V. An Integer Linear Program (ILP) formulation fore The scheme presented in this paper is designed to protect
optimally protecting a group of connections in a networkigsi  against a single link failure. That is, when a link fails,
the proposed scheme is presented in Section VI, and somecovery of the data lost due to failures will take place, and
numerical results based on this formulation are presemed a the failed link will be repaired before another link fails.
compared to other protection schemes in Section VII. Bnalle When a link carrying an active circuit of connectien
the paper is concluded with some remarks in Section VIII. fails, the two end nodes of the connection will receive empty
data units, which can be regarded as zero data units, i.e.,
Il. DEFINITIONS AND ASSUMPTIONS §§.”) = cZE.”) =0

In this section we introduce a number of definitions and as- It should be pointed out that all addition operations (+) in
sumptions about the network, the connections to be pratectthis paper asnodulo two additions, i.e., bit-wise Exclusive-

and which connections are protected together. OR (XOR) operations.
e The network is represented by the undirected graph
G(V,E), whereV is the set of nodes, and is the set 1. THE 1+N PROTECTION SCHEME

of undirected edges in the graph. For the network to be|n this section we introduce a generalized version of 1+N
protected, we assume that the graph is at least 2-connect®@tection for guaranteed protection against single laikifes
i.e., between any pair of nodes, there is at least two linksing 1+N protection. We first illustrate the basic prineipl
disjoint paths. A node can be a router, or a switch, dependigfithis scheme using an example, and then present the general
on the graph abstraction level and the protection laygeheme, including the operation at different nodes in the
Following the terminology in [6], we refer to an edge imetwork.
the graph as &pan A span between two nodes contains
a number of channels. The type and number of channis
depends on the type of the span, and also on the layer
at which the connection is provisioned, and protection is Under 1:N protection,V link disjoint working paths are
provided. We refer to each of these channels diska For Protected using one protection path (see Figure 1 for an
example, at the physical layer, the span may be a fiber, axpmple of protecting three unidirectional connectio@®)ce
the link may be a wavelength channel, or even circuits with, _ o

If data units are not fixed in size, they can be accommodated by

SUbfwavelength .granUIaritieS* e.g., DS3, if a teChniqke l encapsulating them in maximum size data units, or by conatitey data
traffic grooming is used. units and fragmenting them to fit in fixed size data units.

Basic Principles
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Fig. 1. An example of 1:N protection. N > S2

Fig. ‘2. _An iIIustratio_n of the concepts of Generalized 1+Ntpction for
a working path fails, e.g., the path froi2 to D2 in the unidirectional connections.
figure, the failure will have to be detected, and data from s1 D1
S2 must be rerouted to use the protection path. Since 1:N RO S1—> —~— di O N
: o . s1+d1, dl+sl
is a generalization of the 1:1 strategy, we would also like y AN
N

to extend 1+1 to 1+N, where data from multiple connections”™ 5244252 ¢ d2 D2d J;\ B
are transmitted simultaneously on a shared protectiomitjrc N ety

such that when there is a failure the data affected by the A 3

. . . . . . AN S3 s3 d D3 .
failure would be readily available on the protection citcui s3+d3 () > —~—d3 O 43y
Unfortunately, straightforward transmission of diffetesfata
units on a shared protection circuit will result in colligi sl+s2+s3 d1+d2+d3

N -
and hence loss of data. To circumvent this problem, we use +d1+’(\j3 > m +51453
the technique of network coding to combine multiple datdasuni w
on the protection circuit.

For example_, _Con$ider the network in Figure_ 2_, where W8y, 3. An illustration of the concepts of Generalized 1+Mtprtion against
show three unidirectional connections for simplicity, asmke  a bidirectional connection failure

protection path is used to protect the three working paths.
Each of the three connections is from nofle to node D;;,
wherej = 1,2,3. Node S; sends data unit; to nodeD;.
At the same time, nod&; sends itss; data unit to one (or

S2+U2 <y = s2+u2

away with the secondary protection circuit, by introducing
the functionality of node X. This results in saving expessiv

more) node(s) in the network (nodé A in the figure), Wher%rotectlon resources. Moreover, as will be shown belowgund

. ) ) . idirectional communication, receivers will not be able to

all s; data units are linearly combined by performing modulo- : . : .
™ . . .~ eavesdrop on other connections, since the received dats uni

2 addition. The sum is delivered to another node, X, in the. - S .
. : . ' will be linear combinations of data units unknown to those

network. NodeD; will also send its received data unit to node

. . . . eceivers. That is, data units encrypt each other. Below, we
B in the network, where these data units will also be Ilnearlr yp

combined using the modulo-2 addition, and the sum is thggscrlbe this general strategy.

delivered to the same node X (nodes A, B and X may be trée
same or different nodes in the network). As will be showgi'n
in Section 11I-B, such a node always exists. At node X, the ) ) ) )
linear combinations received from th& and D; nodes are  Inthis section we describe the design procedure for general
combined, also using modulo-2 addition, and this sum is thi&&gd 1+N protection against single link failures. The ex&np
delivered to theD; nodes. In the absence of failures, this surf Figure 3 is a generalization of that in Figure 2, and is used
will be 0. However, when a failure takes place, e.g., on tH@ illustrate the procedure.

connection from node, to nodeD, in the figure,s» will not As stated above, all addition operations will be modulo-2
be received byD,, i.e., 3, = 0, and the sum obtained at nodeidditions.

B will be s; + s5. Therefore, the total sum at X will be the For each subset of connectioids, that are to be protected
missing data units,, which will be delivered taDs. together, two types of circuits are provisioned:

In [1] two protection circuits were introduced: a primary * A total of N; link disjoint working paths are provisioned
protection circuit that delivers the sum of all transmittata to carry the data units directly between sourge and
units from all S; € C; nodes to allD;, € C;; and a secondary destinationD);, for all connections;; € C;. The working
protection circuit on which the data units received by all Path for connectior; is denoted byV;. Each path has
Dy, € C; are linearly combined, and the linear combination @ bandwidthB, and data unit9§-") is transmitted from
is delivered back to all receivers. The receivers are then S to D; in roundn, while data unitdlg.") is transmitted
responsible for recovering the lost data. This also makes it from D; to S; in the same round.
possible for some receivers to eavesdrop on data intended A protection circuit P;, is provisioned for all connections
to other receivers. The strategy proposed in this paper does in C;. The minimal cost protection circuit takes the

1+N Protection of Bidirectional Connections Against A
gle Link Failure



form of a tree, as will be proven below. Therefore, th&®ole of Node S; of connectionc; € C;:
protection circuit has at least one bridge node, and letNodeS; will take the following actions:

us refer to one such bridge node &s. Each nodeS; « Transmit data units§”) on the working pathi¥; to D;

transmits the sume§"> + dS") on P;, while node D; in roundmn.
transmits the surd(.”)+§(.”) also onP;. The P, circuitis ~ « When d§") is received onWV;, form s§") + cf§-") and
used to dehverthe sum of data unjs, ec, 5n)+d(") trar](snr;nit this sum on th(?l)outgoing link @f,. _
from S; nodes toX;, and is also used to deliver the sum « If d\") = 0, then adds\" to the data received on the
of data unitsy_ , d(n) (n) from D; nodes, also incoming link of P; corresponding to round in order to
to X,. P; is link d1310|nt from the Worklng paths ;. recoverd|"); otherwise, ignore the data received #n
The shape of the minimal co#t, circuit is a tree, which is
proven by the following theorem: Role of Node D; of connectionc; € Ci:

Node D; will take actions very similar to those taken by

Theorem 1. Under the assumption of undirected edges |g except thats (n) andd ") are interchanged:

the network graphG, the minimal cost protection circuit?;,

where the cost is in terms of the number of network edges, ie Transmit data umtl  on the working pathV; to ; in
a tree. roundn.

o ] « When s( ") is received onWj;, form ™
Proof: The circuit P; is a subgraph that connects all end transmlt this sum on the outgoing I|nk7(ﬁ

nodes of all connections i€;. We prove this theorem by It 5™ = 0, then addd(") to the data received on the
proving the contrapositive, i.e., ; is not a tree, then it is not
minimal. Let us assume tha&; is not a tree. Therefore, there
is a cycle inP;. The cycle can be removed by eliminating one
or more edges of;, while still allowing transmissions from
S; end nodes to reach alD, nodes inC;, and vice versa.
Therefore, this reduces the cost Bf, and hence the non-tree

(n

,§j ) and

incoming I|nk of P; correspondlng to round in order to
recoverslg. ; otherwise, ignore the data received tn

Role of Intermediate Nodes onP;:
All intermediate nodes o®;, except forX;, e.g., nodesA
and B in Figure 3, will take the following actions:

graph is not minimal. ] . _ S
What the above theorem means is that we will have to finde For data received on incoming links from the leaf nodes,
the minimal cost tree that connects the end nod&s ilNotice and going towardsY;, add all data units (possibly linear

that in the above proof, eliminating an edge to remove the combinations) belonging to round using modulo-2
cycle can be followed by further reductions in the cost of the —addition, and forward the sum towrads;.

tree. This can be achieved by recursively eliminating edgese For data received on an incoming link froXy; and going
with leaf nodes which are not in the set of end nodes of the towards the leaf nodes, duplicate the data and broadcast
connections irC;. This will eventually lead to a Steiner Tree.  on all outgoing links.

However, the minimal cost such tree is a Steiner Minimal Treg¢ote that nodes$; and D, in C; may also act as intermediate
(SMT) [7], which is in the class of NP-Complete problems.nodes, e.g., if?; is realized as a path. In this case, each such
Based on the above theorem, we have the following coreslede can be represented by two virtual nodes, e.g., ifgde

lary: can be represented b, and S;, which are connected by a

Corollary 2. The P; circuit has at least one node which Canbldwectlonal edge:

be used to collect transmissions from &}l and Dy, nodes in ~ « NodesS) is connected t8V;, and acts likeS; above, and
C;. « NodeS; acts like the intermediate node described above.

Flgure 4 shows an example of this situation, and the linear

Proof: Th f foll f the fact that h -|
foo € Prootfollows from the fact that each non ea%ﬂmblnatlons formed in the direction of nodg.

node on a tree is a bridge node, and transmissions from
leaf nodes can be collected at any of these bridge nodms.
For the set of connectioné€};, we choose one of the bridgeROIe of Node.X; on P;:
nodes for the purpose of recovery from data lost due toe FOr linear combinations belonging to roundand re-
failures, and we refer to it a¥;. The selection of this node ceived on incoming links, add these combinations using
is important to minimize the outage time, which is the time  modulo-2 addition.
that a receiver node will have to wait after the failure tortsta * The sum obtained in the first step is broadcast on all
receiving data. This issue will be addressed below. outgoing links from.X; towards the leaf nodes.
The undirected tred?;, is then treated as two directed trees:
one from the leaf nodes toward§, using the shortest distance
metric, e.g., number of hops, and the second tree is rooted a¥Ve illustrate this process using the example in Figure 3,
X;, and is directed fromX; towards to the leaf nodes, alsowhen the connection betwee$y and D, fails. In this case,
using the shortest distance metric. The two trees are icldnti s, = dy = 0, and summing the linear combinations arriving
except that directions of the edges are reversed. at X yields so + d3. This sum is broadcast back to end nodes
We now describe the role of the different nodes in providingf all connections. Node§:> and D, can recoverds and s,
1+N protection: by addings, and ds, respectively. Notice that the end nodes



« The delay between nodds; in connectionc; € C; and

(St L S st = d1 (D)l X, is 0.
s1+d1 V PR - o The diameter of?;, i.e., the maximum delay between any

2 s2+d2 2 o o - 2 D2 pair of points inP;, is ;.

s1+s2 + ~ O We also assume that the delay between any two nodes is
A 53 5343 _S3 D3 symmetric in both directions
+d1+d2 s3+d3 S3 —» - (3 y .

O——=20 O Based on these definitions, and assuming that all data units

sl+s2+s in the same round are transmitted by all nodes at the same

N N -
+Q1+d24d & time, theny, can be expressed as follows:
X di= max [r +2max(o)”,5)) — ("] (1)

Fig. 4. An example of the case in whic$; nodes act as both end nodes,The above equation is based on the fact thatSPr(Dj)A to

and intermediates of; (the P; tree is partially shown only for illustration gend thes!™ + (™) (d(_") + §(_”)) on P.. it must receivai"”
purposes); each source nofle is treated as two virtual nodes: a source node, A(n)y g J J J (i) J v ) A
s; and an intermediate node d#, 5;’. (sj ) first, which takeSTj . Then, the linear combinations

must be delivered taX;, and the sum must be sent back
from X; to S; (D;) which take520—§l) (2657)). Notice that
maxk(cr,(j),zi,(j)) is the eccentricity ofX; in the P; graph,
andg; is the maximum eccentricity id;, which is given by
max; i 0§1) + 61(;)-

To minimize the outage time, we note thnaf) + 5§1) is
equal to the delay onP; betweensS; and D;. Therefore,
equalizingalgz) anddﬁ” will minimize ;. This can be achieved
by choosingX; as the center of thé; tree. Note that since
P; is a tree, then it is either central or bi-central, i.e., has t
centers. In the latter casé&; can be chosen as one of the
two centers. There are several linear time algorithms iplgra
theory which can be used to find the tree center, and any of
them can be used in this case. Based on this, the outage time
is upper bounded by

Fig. 5. An example of provisioning and protecting three ations using
the 1+N protection technique in the NSF Network. The pratectree is )
shown as a set of dashed lines, and node 5, for example, cahdsercas 1; < 60; + max 7'7(1
the root of the tree. Jo

)

D. Existence Conditions

of other connections cannot recover either of these data,uni Although the graphG is assumed to be 2-connected, this
which mages this method secure, as far as the end nodesdac; S not guarantee that a backup circuit can be found togtrote
concerned. a given group of connection& In the following theorem

. o Kﬁfe establish the conditions on the existence of a protection
FlgureSShows how to provision and_protect three ConneSt'OEﬁrcuit, P, for a given group of connections. We establish
'g ige ,\Al,leo Net;volrki 1Th$hconnectlons are betweep nod conditions in terms of the max-flow from a source to its
(312), (4, . ) an (. 11). The c_onnect|ons are prOteCtmusdestination, which is equivalent to establishing the nundfe
the protection circuit shown using the dashed lines. link disjoint paths from a source to its destination.

C. The Selection of Nod,: Theorem 3.lna ne_twork_with a graph that satisfies the given
assumptions, and in which the max-flow from any source to

As explained above, nod¥; is a vertex on the SMT that its sink is at least 2, a protection circuit exists for a given
receives linear combinations frofi; and D; nodes inC;,  group of source-destination pairs, if and only if, therestsi
and then after adding them, transmits the sum back tebthe g path p; from each sources; to its destination,D;, such
andD; nodes. The choice of th&; will influence the outage that deleting all the edges agw; will not reduce the max-flow
time, 1;, which is the maximum time between the detection gfom any other sourcé,, to its destinationD;, to less than 2,
the loss of signal on the working path and the recovery of thghere j # k. Moreover,p; is the working path of sourcs,
same signal. To see this, we make the following assumptios all ;.

and definitions: ) .
L . . Proof: We use a constructive existence proof to prove the
« Processing times on all paths are included in all delays

Th Ki th delay f " O is 200 implication that if a protection circuit exists (in additico the
* € working path delay for conhectian) € ¢; 1S 7; - working paths), then there exists a pathfrom each source
« The delay between nodes in connectione; € C; and

X; is 0';1) .

40ne special case will be discussed in the next section.



In this case, however, network coding protection can still
be provided, and this is done, as shown in the figure, by
having intermediate nodds, 75, T3 andT, add all incoming
signals belonging to the group of connections that are lyint
protected. As shown in the figuré; will form s; + so while
nodeT3 will form ss + s3. The reception of any three of these

D four combinations at the destinatiob, enablesD to recover
all three data unitss;, s2 andss. This case is not necessarily
less expensive than the general case of Section 1lI-B, as the
exact cost depends very much on the network topology, and
the embedding of the actual circuits in the gragh

Given that Theorem 3 is not satisfied, the conditions for this
case to exist can be derived in terms of the min-cut max-flow
requirements. Assuming that each span has a capacity of one
unit, then the following condition must hold for this scheme

Fig. 6. A special case in which a protection circuit cannotpbavisioned.

to be used:
S; to its destinationD;, such that deleting all the edges on  If there aren jointly protected connections, then for
p; will not reduce the max-flow from any other sour§g to any subset ok connections out of this set, fdr<
its destinationD;, below 2, wherej # k. Simply, for a source k < n, the max-flow from all sources to the common

S;, the pathp; is the working path of that source, because destination isk -+ 1.
removing the working path of; will leave every other source This case can be treated using@-processingohase, which
Sk with two edge-disjoint paths. is shown in Algorithm 1.
We use a direct proof to prove the converse. Assume that
for each sources;, there exists a path;, such that deleting :
the edges om; does not reduce the max-flow from any otherAlgorithm 1 : Procedure
sourcesS), to destinationD;,. Then deleting the edges on all  1: Y =5 {A set that contains the Unprotected soujces
of these paths will leave each source with at least one path 2 7 = ¢ {A set that contains the Protected soujces
S . . - 3: SC = Find the shortest path tree.
to the destination. This set of remaining paths (which are no ;.\ nile IP| < |S| do
necessarily disjoint) constitutes the protection circuit = 5. Pick and remove a sourcs; from U/
6. Find|P| + 1 edge-disjoint s-t paths frorf; and the sources

. . in P, using only the edges ifC, and direct the edges on
E. Error Control Under No Failure Scenarios these paths towards the sink.

The above strategy, not only protects against single link 7:  Find an extra patlp; from the sink toS; using Bhandari's
failures, but can also be used as a method of error recovery in /é}lsghoor:j::jméxist because connectivity condition is satisfied
the absence of failures. In this case, a data unit hit by gor 8 Add S, to P y
a working path can be recovered using the protection circuit .  add p; to SC

The strategy is similar to recovery of data due to failures. 10: end while
However, when the data unit received by nddgin C;, Sgn)

is detected to contain an error through checksum calculatio

(n)

~(n) . . To understand how this case works, assume we have
;" is taken as a zero, and then combinedn Following d .
) sources and that ang sources can reach the sink through
the above procedure, data “E'j‘fl can be recovered by nodegt |eastk + 1 edge-disjoint paths. In the procedure, we find a
Dj. pair of edge-disjoint paths from each source to the sink such
that the connectivity condition is satisfied. In this proged
IV. A SPECIAL CASE: CONNECTIONS WITH ACOMMON  we use Bhandari’s algorithm [8] with a slight modification,
DESTINATION AND INSUFFICIENTLINK DISJIOINTPATHS  where we first start by finding the shortest path tree from the
sink to all other source nodes (this gives each source aesingl
This case is illustrated by the example in Figufe B this path to the sink). Then for each source we find an extra path
case, there are three link disjoint paths from the sousges$, such that the connectivity condition is still satisfied, i
and S; to the common destinatio. However, a protection gives a total of at least + 1 paths. The procedure relies on
circuit which is link disjoint from all working paths cannotthe following lemma:
be constructed for all three connections. This follows frora

N . Lemma 4. Let P be a set of protected sources that satis
the fact that the conditions of Theorem 3 are not satisfie P P fy

That is, although each source has a max-flow of two units té.}e connectivity condition stated above, whf = k. And
’ o . i I " be the set resulting from adding a new sou to
the common destinatiori), removing the path fron$, to D P 9 9 e

. P, where the max-flow frorfi;1, to the sink is at least 2. We
throughT;, will cause the max-flow o, to be reduced to 1. prove that if S, has at least one path that is edge-disjoint

5This case may appear in practice when a number of workstatignin from thek + 1 path§ U_Sed by the SOUI.’C.ESP] th.e_n the new
this example, use a common server, whichlisin the example. set of sourced’ satisfies the connectivity conditions also.



Proof: Let W (P’) denote the power set ¢¥’. To prove such that anyk sources can reach the sink through at least
this lemma we need to show that every elementii{P’) k + 1 edge-disjoint paths, where < k < |S|, using only the
satisfies the connectivity conditions. This can be proveilyea edges inSC.
using a direct proof. First, note thtt (P’) = {W(P)USk41U
{¢/ : ¢/ = eU Sk41, Ve € W(P)}}. From our assumptions,
we know that the elements i/ (P), and Sk satisfy the
connectivity conditions. It remains to show that any eletme
ein{e e =eUSk1, Ye € W(P)} also satisfies the
connectivity conditions. Consider an element W (P) and
let le] = I, wherel <[ < k. We know that the sources in
can reach the sink through at ledst 1 paths. IfS;; has at

Proof: From the procedure, we know thg?| = ¢ at the
end of iteration:. So basically, we need to show that at the
end of iterationi, any k& sources, wheré < k < 4, can reach
the sink through at leadt + 1 edge-disjoint paths using only
the edges irtC, and if this is true then the sources7hat the
end of iterationi + 1 also satisfy the connectivity conditions.
We prove this by induction:
least one path that is edge-disjoint from the- 1 paths used Basis step:The basis stgp is taken to be the first |terat|o.r,1.

. L The correctness of the first step follows from Bhandari's
by the sources irP (and hence disjoint from the+ 1 paths . . . o
) . . . algorithm that finds the shortest pair of edge-disjoint path
used by the sources i), then addingS,1 to e will result in . . : .
: eaning that the single source | at the end of the first
a set ofl 4 1 sources that can reach the sink through at Iear{s} CoS .
. . ;o lteration is indeed connected to the sink through two paths.
l +2 paths, which proves that any elemeitin {c’ : ¢’ = Inductive step: Assuming it is true that at the end of
eU Sk41, Ve € W(P)} satisfies the connectivity conditions. b: g

. R ... iteration ¢, any k sources, wherd < k < 4, can reach the
Therefore, every element i/ (P)’ satisfies the connectivity sink through at least + 1 edge-disioint paths using only the
conditions also, which concludes the proof. 9 9 ) P g only

. L . d inSC. Th f that th iR at th d of
Basically this is what the procedure does. We start with p,0es In e proof that the sources [ at the end o

. . rationi + 1 satisfy the connectivity conditions follow from
empty P and add the sources to it one by one. The algorith mma 1 v y n
outputis the set of edges comppsing the surviva_ble COMOTEC  gince the connections are bidirectional, we also need to
B L ol LS8t e Ve prteced Uansisson fom e commn end nade
sink. which aives each source a sinale path to the sink t all S; nodes. Linear combinations may s_tlll be transmitted
o gves each . gep m D to al S; nodes. However, recovering data lost due
is not necessarily disjoint with the paths from other sosrce,

T i tection for the first first find to any link failure will be more involved since it requires an
0 provide protection for the first sourc, first we find a o o procedure between th# nodes which are able to
path from the sink taS; using the edges ¥ C only, then '

. . . recover their own data units, and intermediate nodes, €.9.,
we direct the edges on this path towards the sink, and +J

Bhandari’s algorith find the sh i of edge-diti Sdes in Figure 6, which will recover other data units. We
andars agorl'_[ m to fin .t e shortest pairot e ge-.rgtjo propose a simpler approach, which is not based on network
paths from the sink t&5; using all the edges in the original

graph (including those i¥'C). Note that unlike in the original coding. In this case, when nod detects the failure of a path

. . or a link on a path), it sends the unencoded data udjt
Bhandari’s algorithm, we cannot remove a reversed edge t path) jiso

L ) e éSj end nodes, fol < j < n, on the paths which have
was traversed while finding the pair of edge-disjoint pathﬁbt failed. For example, in the example in Figure 6, when the
because this might disconnect the original tree and cut s ! '

0 .
of the sources from the sink. 'E'a?[h (S1,T», D) fails, nodeD sendsd; to S; on the path

) ] ) ] ] (D, T1,S1), sendsds on the path D, Ts, S2) and sendsls on
After this stepS; is protected since it has a pair of edgeg,o path D, Ty, Ss).

disjoint paths to the sink, so now it is included . We
proceed to protect another sour@g. First, using only the
edges inSC, we find two edge-disjoint paths from the sink
to both $; and S,. Note that the path t&, may not be the ~ The proposed 1+N protection strategy can be implemented
same as the one on the original tree before finding the néjy @ number of layers, and using a number of protocols.
path t0.S;. Here, we propose an implementation using the Multiprotocol
Secondly, we direct the edges on the pathsStoand Se Label Swit_ching (MPLS) [9], which may be easily extended
towards the sink, and use Bhandari’s algorithm to find a ndfy Generalized MPLS (GMPLS) [10]. MPLS has been chosen

path t0S,. This process may modify the paths f6r but will since Label Swtiched Paths (LSPs) provisioned under MPLS
not reduce its connectivity. FinallyS, is added toP. The &€ stable and do not change route. Moreover, the use of-route

procedure continues until all sources arefin pinning during the LSP establishment can be used in order to
guarantee the link disjointedness property between wgrkin
and protection circuits. For this purpose, the 1+N protetti
may be implemented at a shim functionality between the IP
d MPLS layers.

Notice that under 1+N protection, only packets which are
)}ransmitted in the same round are combined. Therefore, we
require the use of round numbers. However, we show that,
provided that all sources start transmissions in round @y on
Claim 5. At the end of iterationS|, the edges irt'C' constitute two round numbers, 0 and 1, are needed. These round numbers
the survivable connection between the sources and the siafe virtually implemented by using two MPLS LSPs for every

V. IMPLEMENTATION

Finding the|P| + 1 paths in step 6 can be done using
max-flow algorithm on the edges ifiC’ assuming each edge
has unit capacity. Then any edge carrying a unit of flow shou
be directed towards the sink before executing step 7. TAE
algorithm terminates in exactlysS| iterations, and will give
a set of at least: + 1 paths that satisfies the connectivit
conditions. We show that this is true in the following claim:



back to allS;, D; € C; nodes, using the corresponding
even and odd LSPs, respectively.

4) At a node which is the end node of an LSP, and the
start node of another LSP leading away fréfm packets
received on an incoming even (odd) LSP are transmitted
on all outgoing even (odd) LSPs leading to the D, €
C; nodes.

As stated above, with the use of appropriately dimensioned
buffers at the end nodes of LSPs, round numbers can be
delineated by the use of two LSPs, LSPO and LSP1 to
carry linear combinations of packets transmitted in eved an
odd rounds, respectively. With the alternate combinatiohs
packets from even and odd LSPs, it is guaranteed that round
numbers will be observed. Notice that this means that the
combining operation may be blocked by the absence of packets
on an incoming LSP, and packets received on other incoming
LSPs have to be buffered. Using the same assumptions and
Fig. 7. Thep; tree: nodes drawn with thick lines are end nodes of tharguments used above for the derivation on the upper bound
fggt“(fﬁﬁgst;eg"dfs 8,4 and 10 also act as intermediate mooés 5 is the oy . it js easy to show that the buffer size per LSP is upper

T bounded by

link on the protection tree. Each LSP will be provisionedhwit
half the capacity of the working paths, e.@/2. Hence, this max_[r\Y + max(gj(.i) P 5§i) —s 791 @)
implementation does not require any added capacity for the ¢-c+€C:
protection circuit beyond that described above. The twod,SP
which we refer to as LSPO and LSP1, will be earmarked for
transmitting linear combinations of packets transmittedven
and odd rounds, respectively.
The LSPs are established between branch nodes on the VI. ILP FORMULATION
P; tree, i.e., nodes which implement merging in the inbound
direction towards the root of thg, tree, node X, and branching
in the outbound direction towradS;, D; € C; nodes. For o o ]
example, referring to the example in Figure 5, and assumingThe problem of finding link disjoint paths between pairs of
that node 5 is chosen as node then two bidirectional LSPs Nodes in a graph is known to be an NP-complete problem [11].

are established between the following pairs of nodes: Hence, even finding the working paths in this problem is hard.
What makes the problem of provisioning both the working and

* é 223 i protection circuits under the Generalized 1+N Protectioene
* 4 and 5’ harder is that the protection circuit is an SMT, which is also

an NP-complete problem. We therefore introduce an Integer
. 10 and 12, and Linear Program (ILP_) for solving the_optimal Ger_leralized\|1+
protection problem introduced in this paper. It is to be dote
o 10 and 11 (through 13). o X . ) :
. o that the solution is optimal under the given constraints,, i.
The tree is shown in Figure 7. _ ~ that there is a protection circuit, and that this circuit iisI
~ To implement 1+N protection using MPLS, the followinggisjoint from the working paths it protects. In the ILP bejow
is implemented: P; is implemented using a group of multicast trees from each
1) Packets are transmitted from the sources alternately Snhe C; to all D, € C;. The multicast trees share links, and a
LSPO and LSP1, starting from round 0. link that is shared between several trees is only countee onc
2) At a node which is the end node of an LSP, and the stémtorder to realize the Steiner Tree.
node of another LSP (except for nod® leading to the
root of the tree, X, packets are alternately combinecb
from all even LSPs (LSPO) and all odd LSPs (LSP1).
Note that when a packet is not available, the processThe following table defines the input parameters:

e 5and 10 (through 8),

We assume that the number of channels per span is not
pper bounded, i.e., the network is uncapacitated.

must wait for a packet to become available. The 1PV number of connections

packets are linearly combined without regard to theirs(¥), d(k) —end nodes of connectian _

contents. Skt a binary indicator which is equal to 1 if con-
3) At node X, packets arriving from even LSPs and odd nectionsk and! have the same destination

LSPs are alternately combined, and the sum is broadcasthe variables used in the formulation are given below:



n binary variable which is 1 if and only if connec-
tions k and! are protected together

zF binary variable which is 1 if and only if connec- Pﬁs(k) =0 Vk, i+#s(k) (10)
tion k uses link ¢, j) on the working path Boo=0 Yk, j#dk) (11)
& . . M . . Pa(k),j )
p;;  binary variable which is 1 if and only if connec- .
tion & uses link ¢, j) on protection circuit > phuy.=1 Vk (12)
PFL binary variable, which is 1 if and only if the i#s(k)
protection circuit for connectiong and ! share Z Pfd(k) =1 Vk (13)
a node,j (required ifn* = 1). i (k)

PEL binary variable which is 1 if and only if connec-
tionsk and! are protected together, and share link
(4, 4) on the protection circuit.

D PG =D pi Yk, g #s(k), dk) - (14)

k k
wﬁj binary variable which is equal to 1 if connectién ij + w <1 Vk,i,j (15)
is the lowest numbered connection, among a num- . 2 .
ber of jolintly prote.cted.cor?nection_s, to use !ink ZZ + Pij + Pji Tkl <2 Wk L, ] (16)
(i,7) on its protection circuit (used in computing 2
the cost of the protection circuit). > 0F + i) = 2P Yk, j (17)
Minimize: i
Sk + k) = 2P Yk (18)
> P>k vk (19)
D (&) ’
gk Equations (10), (11), (12), (13) and (14) serve the same

purpose as equations (4)-(8), but for the protection circui
Equation (15) makes sure that the working path and its
In the above, the summation is the cost of the links used pyotection circuit are link disjoint, while equation (16)akes
the connections’ working paths and the protection circuits sure that if two connectiong and [ are jointly protected,
then the protection circuit of must also be disjoint from the
working path of connectiok. Notice that both of equations
(15) and (16) allow a protection circuit to use two links in
opposite directions on the same span, and this is why the sum
of the corresponding link usage variables is divided2bin
both equations. Equations (17), (18) and (19) make sure that

Subject to:
Constraints on working paths:

2 =0 Vk, i #s(k) (4) if two connections) andl, are protected togethen{(! = 1),
k=0 Yk, j#£d(k) (5) then their protection paths must have at least one joint node
d(k).g . ’ This joint node, identified by, is computed using equation
> =1 vk (6) (19), which makes sure that if and! are protected together,

i#s(k) then at least one of the/" variables is equal to 1.
Z Zf_,d(k) =1 Vk 7) Constraints on joint protection:
i#d(k)
Z 2k = Zz; Vk, j # s(k), d(k) (8) nkt 4 nlm — 1 <nh™ Yk L m (20)

Equation (20) makes sure that if connectiohand ! are
protected together, and connectidrendm are also protected
together, then connectioisandm are protected together.

Constraints for cost evaluation:

Equations (4), (6), (5) and (7) ensure that the traffic on the

zfj—l-zfi—l-zfj—i—zé-i—i—nkl <2 Vkli,j (9)

working path is generated and consumed by the source and pf 4 pl. 4 nk

destinati i i PR <Y ik, (21)
estination nodes, respectively. Equation (8) guararflees i S 3 4k,

continuity on the working path. Equation (9) ensures that th -1

working paths of two connections which are protected togieth ij > Pﬁj — Z Pfjl Vi, i, j (22)

are link disjoint. Since a working path cannot use two links i b1

opposite directions on the same span (or edge in the graph)e, ations (21) and (22) are used to evaluate the cost of the
then two connections which are protected together canmt Us o ction circuits, which are used in the objective fuoiati

the same span either in the same, or opposite direction& Sﬁﬁuation (21) will make sure thanjl cannot be 1 unless

a condition is included in equation (9). connectionsk and !/ are protected together and share lijgk
Constraints on protection circuits: on the protection circuit. Note tha}t’fj should be as large
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as possible since this will result in decreasing the praiact VIIl. CONCLUSIONS

circuit cost, as shown in equation (22). In equation (2%),  This paper has introduced a strategy for 1+N protection,
for connection/ will be equal to 1 only if it is not protected \yhich requires fewer protection circuits than the schemnee pr
on link ij with another lower indexed connection, and Wilkented in [5], hence making the approach closer to the optima
be equal to 0 otherwise. That is, it is the lowest numbergd protection. The strategy uses network coding to praect
connection among a group of jointly protected connectibl$ t set of bidirectional connections, which are provisionetgs
will contribute to the cost of the links shared by the pra@et |jnK disjoint paths. Network coding is used to transmit kne
trees. combinations of data units on a protection circuit. The dine
combinations are based on simple modulo-2 additions, or the
VII. | MPLEMENTATION COST AND COMPARISON XOR operation. The protection circuit is a tree, and the eent
In this section, we provide some results about the cogft this tree assists the recovery process by adding incoming
of implementing the proposed approach based on the |lipear combinations, and broadcasting the sum back to dll en
formulation in Section VI. We also compare the results to tHeéodes. The center of the tree is carefully chosen in order
cost of implementing 1+1 protection. For the 1+1 protectioto minimize the outage time. An implementation in terms
the cost is based on an optimal ILP formulation similar t6f MPLS was proposed for this strategy. An optimal ILP
that in [12P. The ILPs were solved using the Cplex 10.1.formulation for provisioning the connections as well as the
solver. Due to the complexity of the ILP formulation of theProtection circuits was introduced. Numerical exampleseoa
Generalized 1+N protection, we were able to only considep this optimal formulation were introduced and showed that
limited size networks. the resources consumed by this strategy are significardty le
We first considered a network with 8 nodes and 12 edgdBan those needed by 1+1 strategies.
and hence the average nodal degree is 3. The network graphhe advantages of this scheme is the sharing of protection
was randomly generated such that the graph is bi-connectégources in a manner that enables the recovery of lost data
We also generated random connections, and three cases!iifs at the speed of 1+1 protection, but using protection
the cardinality of the set of connections were considereigsources at the level of 1:N protection. This sharing was
namely 6, 8 and 10. The results are shown in Table |. Ti§@abled through the use of network coding.
number outside the parentheses indicates the total nunfiber o

links used, while the numbers inside the parentheses itedica
the number of links used for working and protection circuitsq
respectively. The saving in the number of links used by the
protection circuit can reach 28% due to the use of 1+N?
protection, and a total cost of close to 18%. We then added
more edges to the network graph in order to make the average
nodal degree equal to 4. The results are shown in Table II.
The increase in the graph denisty resulted in a reduction iﬁ]
the amount of resources required for both working and profs]
tection circuits. Moreover, a greater reduction in the antou
of protetion circuits was achieved when using 1+N protettio g
reaching 35%. The total cost was also reduced by 20% when
1+N protection is used. o

(8]
El

TABLE |
COST COMPARISON BETWEENL+1 AND 1+N PROTECTION FOR A
NETWORK WITH A GRAPH DENSITY OF3 (N = 8, E = 12)

N, E | # connections 1+1 1+N [10]
6 26 (11, 15)| 23 (12, 11)

8, 12 8 40 (16, 24) | 38 (18,20) [11]
10 40 (15, 25) | 33 (15, 18)

[12]

TABLE Il
COST COMPARISON BETWEENL+1 AND 1+N PROTECTION FOR
NETWORKS WITH A GRAPH DENSITY OF4

N, E | # connections 1+1 1+N
6 20 (8, 14) 17 (9, 8)
8, 16 8 30 (13, 17) | 24 (13, 11)
10 36 (16, 20) | 31 (16, 15)

8A polynomial time algorithm like Bhandari’'s algorithm maisa be used.
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