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Abstract—p-Cycles have been proposed for pre-provisioned affected by the failure. These techniques include the 1+1
1:N protection in optical mesh networks. Although the protection  protection, in which traffic of a lightpath is transmitted on
circuits are preconfigured, the detection of failures and tle two link disjoint paths, and the receiver selects the stesng

rerouting of traffic can be a time consuming operation. Anotler - A . R
survivable mode of operation is the 1+1 protection mode, in Wich of the two signals; 1:1 protection, which is similar to 1+1,

a signal is transmitted to the destination on two link disjont €xcept that traffic is not transmitted on the backup pathl unti
circuits, hence recovery from failures is expeditious. Howver, this a failure takes place; and 1:N protection, which is similar
requires a large number of protection circuits. In this pape we  to 1:1, except that one path is used to protect N paths. A
introduce a new concept in protection: 1+N protection, inwhicha  ganerglization of 1:N is the M:N, where M protection paths
p-Cycle, similar to FIPP p-cycles, can be used to protect a maber . . .

of bidirectional connections, which are mutually link disjoint, are us_ed to protept N Worklng_ paths. I_Drotecnon techniques
and also link disjoint from all links of the p-Cycle. However, are widely used in SONET ring architectures [1]. Under
data units from different circuits are combined using netwak dynamic restoration, which is a reactive strategy, capacit
coding, which can be implemented in a number of technologies is not reserved in advance, but when a failure occurs spare
such as Next Generation SONET (NGS), MPLS/GMPLS or IP- 44ty is discovered, and is used to reroute the traffecest

over-WDM. The maximum outage time under this protection by the fail Protection techni f fait
scheme can be limited to no more than the p-Cycle propagation y the failure. Frotection techniques can recover iromira

delay. It is also shown how to implement a hybrid 1+N and 1:N quickly, but require significant amounts of resources. Ga th
protection scheme, in which on-cycle links are protected isg 1:N  other hand, restoration techniques are more cost effidoertt,
protection, while straddling links, or paths, are protected using are much slower than their protection counterparts.

1+N protection. Extensions of this technique to protect mulpoint Recently, the concept of p-Cycles has been introduced in

connections are also introduced. A performance study basedn . .
optimal formulations of the 1+1, 1+N and the hybrid scheme is [2], [3], [4], to emulate the protection techniques of SONET

introduced. Although 1+N speed of recovery is comparable tthat ~ 1ing networks, and they provide 1:N protection to connetgio

of 1+1 protection, numerical results for small networks indcate  with the same transport capacity, e.g., DS-3. p-Cyclesigeov

that 1+N is about 30% more efficient than 1+1 protection, in protection against single link failures to a connectionhwis

terms of the amount qf protection resources, especially ashé o end nodes being on the cycle.

network graph density increases. This paper introduces a strategy for using p-Cycles to
Index Terms—Survivability; Optical networks; Protection;  provide 1+N protection against single link failures in @i

1+N protection; Network coding; p-Cycles. mesh networks. That is, to transmit signals from N connestio
on one common channel, such that when a failure occurs, the
. INTRODUCTION end nodes of the connection affected by the failure will be

With th f optical fibers i work backb | able to recover the signals affected by the failure. To be &bl

! ¢ efuze od O'gtlr(]:a IDers ||jdng Work bac Ior;.ebs' a9 hieve this, we trade computation for communication. Tat
ﬁmoun s 0 tanfvtw i are provi j or;ha fs_;)ng eTr: efr, 'Iaqg performing additional computations within the netwairk,
;Jge a_molunf_sbo rah_lchar_e cartrle on the tber, ﬂ? alfurt e form ofnetwork coding, we are able to achieve the desired
0! a singie Tber, Which 1S not uncommon, can Nerelolg, o tion. Hence, to provide survivability, failures de®t be
_affect a_large number of users and connections. It_ Is thezef etected explicitly, and rerouting of the signal is not reskd
|mperat|vq that yvhen any part of t.he. network fails that th§oth the management and control planes in this case will be
network will continue to operate. This is referred toresvork simpler, as they only need to detect the failure for the psepo

survivability. . . . .of repairing it. This strategy can be implemented at a number
Research on techniques to provide optical network surviyz layers

ability has received special attention. Techniques foiicapt

" vabil be classified Bsedesianed Our proposed scheme will provide two copies of the same
network survivability can be classified &sedesigned Protec-  qjo a1 on two disjoint paths. One path is the primary working
tion and Dynamic Restoration techniques [1]. In predesigned

) o ) - . . aath. The second path, however, is in fact a virtual path¢clvhi
protection, which is a proactive technique, bandwidth is r still disjoint from the first primary path. What we mean by a

ser\r/]ed II?' a;dvance SO thz_;tt_whedn a fallure(:j takes place"}ditzacwual path is a set of paths on which the signal is transitt
paths which are pre-provisioned, are used to reroute thiectra, iy, gther signals, but there is enough information to rezov
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Department of Electrical and Computer Engineering, lonaeStniversity, 2) p'CyCIGS which are typlcally employed for 1:N protec-

Ames, IA 50011, U.S.A.; e-mail: kamal@iastate.edu. tion, are used to provide 1+N protection in the sense



that a signal can be received on two link disjoint paths,
such that if a link fails on one of the paths, the signa?
can still be received on the other path, where the back
path is shared.

3) Resuming data reception on the protection path is gua
anteed to be within 1.5 times the propagation delay
around a p-Cycle, but can be much less than this limit.

(b)
In addition, and as a byproduct, in the absence of failuhgs, t

scheme provides an error recovery functionality in the abse Fig. 1. p-Cycle C(()r;]t?er?_t (a)) a nyfle (thick ILnes) tlrave%sr'rgdeslA-G, Oélind

. . . . . . protecting circuits (thin lines) on the same physical pal Cycle, ana on
of fallu_res. This Wll_l be discussed 'n_ Section V. straddling paths; (b) prtection of a failure on the cycle) geotection of a
In this paper we introduce the basic concepts and theoketi#iure on a straddling path.

bases of the strategy, and how it can be used to provide
1+N protection using p-Cycles against single link failures

We discuss the implementation of this scheme in a numhgg failure are responsible for detecting the failure, aod f
of technologies and layers in Section VI. rerouting the traffic on the p-Cycle.

The rest of the paper is organized as follows. In Section Il There are two types of p-Cyclelink p-Cycles, which are
we provide a brief background on p-Cycles and network co@lsed to protect the working capacity of a link, and this is the
ing. In Section Ill we introduce a few operational assummio type shown in Figure 1, andode-encircling p-Cycles, which
We illustrate the basic concept of our strategy by giving ghyotect paths traversing a certain node against the faisfire
example of using network coding to provide protection agling;ch a node.

a single link failure in Section IV. In Section V we show the p-Cycles are embedded in mesh networks, and several
general strategy for encoding and decoding data units on aﬂgorithms have been introduced in the literature to select

Cycles in order to provide protection for bidirectional cast the p-Cycles which consume the minimum amount of spare

connections l_Jsing one bidirectional p-Cyc_Ie. We illustrttis capacity, €.g., see Chapter 10 in [4]. p-Cycles are veryiefftc
procedure using an example. We also outline the advantdgeﬁ‘uoprotecting against link failures, and the protection aeity
this scheme, as well as other uses for this scheme, espeniall

: ) > ~ob reserved by p-Cycles achieves an efficiency that is close to
error control. In Section VI we discuss the issue of timing any, .. - -hievable in mesh-restorable networks. Howeveptae

synchronization 9f encod_ed gnd degoded data, and we s visioning of spare capacity makes p-Cycles much faster t
that the outage time, which is the time between the 10Ss Ofo\er from network element failures. p-Cycles can be used

the direct signal, and the recovery of the same signal on the,  mber of layers including the Optical layer, the SONET
protection path, is limited to no more than 1.5 times theyjel"i‘ayer or the IP layer [5].

on the p-Cycle. Some other implementation considerations, .
; ; : N Recently, p-Cycles have been extended from protecting
as well as notes on implementing this strategy in different

: : ; =pans or segments of flows, to protect entire flows, i. e., end-
technologies and protocols will also be discussed. A hybr, _end connections. reaardless of the actual locationitiréa
1+N and 1:N protection scheme is introduced in Section il - €9

in order to enable the p-Cycle to protect transmissions’exdarron the connection’s working path, hence the name Failure-
) p--Y P! . Independent Path-Protecting (FIPP) p-Cycles [6], [7].sThi
on the links used by the cycle itself. Section VIII shows ™ : : L .
8U|res all connections to be mutually link disjoint. Iristh

some extensions to the proposed strategy which enables I{:E(I:\se, if a connection is totally straddling or totally on e

work with multipoint sessions. In Section IX we introduc% s )
o : -~ Cycle, a failure on the connection can be recovered from by
an empirical comparison between 1+1 and 1+N protection;

. . switching the two end nodes of the connection to use the part
We also introduce a comparison between 1+1 and the hybr] A . .
of,the p-Cycle that is disjoint from the connection (the enti

scheme. The comparison is based on the cost of the networE . ; .
. . . . -Cycle in the case of a totally straddling connection, leenc
in terms of the number of links, and optimal formulations fof

these problems are given in the Appendices. Finally, iniSact protecting twice as much working capacity on the straddling
X we conclude the paper ' ' connections). However, if the connection is partly on theley

and partly straddling, a failure is usually recovered frogn b
using one default segment of the p-Cycle, unless the failure
Il. BACKGROUND is on this segment; in the the latter case the complementary
segment of the p-Cycle is used. This strategy leads to &ilur
independent end-to-end connection protection using a fset o
The p-Cycle concept [2], [3], [4] is similar to the Bidirec-fully preconfigured protection circuits.
tional Line-Switched Ring (BLSR), since both of them have In this paper we will use p-Cycles to protect a number of
a cyclic structure. However, the p-Cycle concept has a highak disjoint connections, similar to FIPP p-Cycles, agdin
protection coverage, since the spare capacity reservetieon failures. However, the protection will be done in 1+N man-
cycle covers working capacity on the cycle, as well as wagkimer, rather an 1:N. That is, our approach is to allow two
capacity on straddling links (see Figure 1). Since the ptaia transmissions of the same signal. One transmission is on the
capacity can be used to protect multiple connections, thrking path, and the second one is on a protection circuit,
p-Cycle belongs to the 1:N protection. The endpoints d@hplemented by a p-Cycle. Multiple link disjoint connect

A. Background on p-Cycles



e In this work we deal with connections. A connection may
consist of a circuit on a single link, or may consist of a
sequential set of circuits on multiple links, e.g., a lighttp
Therefore, link protection is a special case of this techeiq

e The term link is used to refer to a fiber connecting two

Fig. 2. An example of network coding nodes. Each link contains a number of circuits, e.g., wave-

length channels, or even channels with smaller granugariti
e.g., DS3.

transmit their signals simultaneously on the p-Cycle. Thg A? p-Cycle protecting a number of connections passes

receivers receive these two copies, and select the bettaeof through all end nodes of such connections, similar to FIPP

two signals. The backup signals are transmitted simultasigo -Cycles. In doing so, the p-Cycle protects connectionk wit
and on the same protection circuit using the technique otpao same transport capacity unit, e.g., DS-3. Therefor, th

network coding. Our approach can also be used at a number ¢f ¢y jinks themselves have the same transport capacity.
layers including the SONET layer, especially Next Generati , the p.Cycle is terminated, processed, and retransmitted at

SONET, ATM, MPLS/GMPLS and IP. all end nodes of the connections.
) e We assume that all connections are bidirectional, and
B. Background on Network Coding connections that are protected by the same p-Cycle are

Network coding refers to performing linear coding opera- mutually link disjoint.
tions on traffic carried by the network at intermediate netwo e It is assumed that data units are fixed in Size
nodes. In this case, a node receives information from ak, The scheme presented in this paper is designed to protect
or some of its input links, encodes this information, andagainst a single link failure. That is, when a link fails, iillw
sends the information to all, or some of its output links.sThi be protected, and will be repaired before another link fails
approach can result in enhancing the network capacity,éhene€ When a link carrying active circuits fails, the tail node of
facilitating the service of sessions which cannot be otiesw the link is capable of identifying the failure in some way,
accommodated. This is especially true when service mode ie.g., by receiving empty data units.

multicast. An example of the use of network coding is Shown Thjs paper presents the concepts of using network coding on
in Figure 2 in which node S transmits to nodes T1 and T2, apfcycles to achieve 1+N protection. It is to be noted that thi
each link in the network has a capacity of one data unit Pgfrategy can be implemented using a number of layers and
time unit. Data units a and b are delivered to both T1 and Tgotocols, including the GFP [14] protocols of NGS, where
by adding a and b at node C, where the addition is modulta units to be treated like packets by GFP. The strategy can
2. Both a and b are recovered at T1 and T2 by adding th&q pe implemented using ATM, MPLS or IP.

explicitly received data units (a and b, respectively), #.a |t should be pointed out that all addition operations (+) in
The network can then achieve a capacity of two data units gg[s paper are oveEF(2), i.e., asmodulo two additions, i.e.

time unit. _ , _ Exclusive-OR (XOR) operations.
The concept of network coding for multicast sessions was

introduced in the seminal paper by Ahlswede et al. [8]. The
problem of network coding was formulated as a network flow IV. AN ILLUSTRATIVE EXAMPLE

problem in [9] and a link cost function was included in the |n this section we illustrate our basic idea using a simple
formulation in [10]. Reference [11] introduced an algebraiexample. As stated above, our objective is to provide eash de
characterization of linear coding schemes that results intjgation with two signals on two link disjoint paths, suctath
network capacity that is the same as the max-flow min-ctfe network can withstand any single link failure. For thkesa
bound, when multicast service is used. The authors sh@wexposition, we first consider unidirectional connectipand
that failures can be tolerated through a static networkr@dithen extend it to bidirectional connections.
scheme under multicasting, pI’OVided that the failures db no The examp|e is shown in Figure 3'(a), and there are three
reduce the network capacity below a target rate. Referenggidirectional connections from sourdg; to destinationl’;,
[12] introduced deterministic and randomized algorithros ffor ; — 1,2 3. To simplify the example, we assume that all
the construction of network codes, which had polynomiakyrces and their corresponding destinations are ordeveal f
time complexity. The algorithms could be used for multiplgsft to right. Assume that each connection requires one unit
multicast sessions, where intermediate nodes may decode, gf capacity. Let us also assume that data udgitsd> andds
re-encode the received information. Reference [13] ineh 4re sent on those connections. A p-Cycle is preconfigured to
introduction to network coding principles. include all the three sources and destinations, as showrein t
Our objective in this paper is to use network coding Withgure. Data unitsz; will be transmitted three times: once on
a group of un_icast sessions in order to provide protection fghe primary working path, and twice, and in opposite dir@us
such connections. on the p-Cycle. One of the transmissions on the p-Cycle is by
the original transmitter of the data unif);, and the other by
I1l. OPERATIONAL ASSUMPTIONS the receiver,U;. To distinguish between those last two data
In this section we introduce a number of operational as-
sumptions. 1The case of variable size data units will be discussed iniGesl.



U+l U3
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T units in this case are labeled, and similar tod; data units,
ez SR = u} andu! distinguish between newly transmitted and received
oo P2 s u; data units.

We refer to a bidirectional p-Cycle adal cycle, and a one
directional cycle is calf p-Cycle. In each of the above two
examples, less than a full p-Cycle is used. In order to suppor

Cdado ot
| |
1d1+d2 - d1+d2+d3

i | '
'D1 D2 ' D3

v e e ST s bidirectional communication, the two approaches above hav
oy bl © Gelota Bl g to be combined. In this case, less than three half p-Cycles, o
S I ! ! 1 1.5 full p-Cycles are used. That is, one half p-Cycle (theeput
Lod1 ! di+de | ! ! |

one) is shared by bottf andw] data units. However, this can
be accomplished because of the orderindgfandU; that we
Fig. 3. An example of the use of network coding on p-Cycles notget  €Nnforced 'n_th|S_ example. In the genera| case wheyand Ui
against single link failures: (a) the sources areDat and the destinations are can be arbitrarily ordered, as will be shown next, combining
at D; nodes; (b) the source are AY;, and the destinations are & nodes. the two bidirectional sessions would require two full p-@&g
However, by linearly combining; andd; signals on the same
units we refer to them as transmitted and receidedinits link and in the same direction, it is possible to reduce the
viz., dt anddr, respectively. number of p-Cycles to one full cycle, hence the name 1+N

On the p-Cycle, the following takes place: protection, where one full p-cycle is used for protection N

1) NodeD; transmitsd: in the clockwise direction. Node connections. This will be illustrated in the next section.
D, will add its own data unitd’ to d} which it receives
on the p-Cycle, where the addition is modulo 2, and V. NETWORK CODING STRATEGY ON P-CYCLES

transmitsd} + d4 on the p-Cycle, also in the clockwise In thi . introd | strateav for achi
direction. NodeD3 will repeat the same operation, and  this section we INTOTLIEe our genera strategy Tor achiev

will add d, to d’ + di, and transmits the sum on thend 1+N protection in mesh networks using p-Cycles.

p-Cycle. That is, nodé/; receivesd! + db + df on the

(@) (b)

p-Cycle, and in the clockwise direction. A. The Srategy
2) On the same direction of the p-Cycle, but at the desti- ) ) ]
nations, when destinatioli; receivesd + d + df, and In the examples shown in the previous section, we presented

receivesl; on the working path, it adds; to dt +d4+d, & special case in which the working connections were ordered

to obtaindt + dt. and forwards' it tal/. Noéer wiII3 from left to right. However, in this section we introduce a

also addd; Whi(;h it receives on the working path toStrategy for general connections. We assume that there are
' PR ; NN bidirectional unicast connections, where connectiois

dt + db to recoverd!, which it transmits on.the sameIO . dest and B.. We define th o (A1 <

p-Cycle tol;. U; removesi’ from the clockwise cycle. PEWEEN NOGES!; and ;. We define he Sela = {Aill <

. _ . . 2 .
3) Also, when nodd/; receivesd; on the working path, ¢ < IV} andB = {B;|1 < i < N}*. We denote the data units
it sends it on the p-Cycle, but in the counter-clockwisansmitted from nodes iA to nodes inB asd units, and the

direction. It will be referred to asl]. Node Us, when data units transmitted from nodes I to nodes inA aswu

it receivesds on the working path, it adds it t@;, and UNits: - _ _
transmitsd; + dj on the p-Cycle, also in the counter- Before describing the procedure, it should be pointed out
clockwise. direction. that the basic principle for receiving a second copy of daig u

eﬁg.,u; by nodeA,, is to receive on two opposite directions
t

Based on the above, it is obvious that in the absence . . . .
e signals given by the following two equations:

failures, each destination nod&;, for i = 1,2,3, receives
WO copies 0 _ _ Z u; L
1) One copy on the primary working path, and

3 7, AjEA’
2) The second copy is obtained by adding_, ¢ which
) . . py - y Eig—il j . u; + Z u (2)
it receives on the clockwise p-Cycle Ej,l dj, which ‘ J
. . . - .. 7, AJ‘EA’
is receives on the counter-clockwise cycle. This is what
we refer to a virtual copy ofl;. for someA’ C A, A; ¢ A, where data unit is the one to
In this case, timing considerations have to be taken inbe received by4;, and the sum is modulo 2. In this casg,
account, as will be discussed in Section VI. can recoven by adding equations (1) and (2) using modulo
When a failure occurs, it will affect at most one working2 addition also.
path, e.g., working path In this case, we assume tHat will Our procedure goes through the following steps:

receive an empty data unit on the working path. Therefoe, A.1 p-Cycle Construction and Node Assignment to Cycles:

will be able to recovew; by usingl_ the tsecond \l_/irl[ual COPY 1) Find a full p-Cycle. The full p-Cycle consists of two
1 i 1 - 7’ .y . . . . .
de_scrlbed above, i.e., k?y addnﬁj:l d; and Zj::} dj. A unidirectional half p-Cycles in opposite directions (more
failure on the p-Cycle will not disrupt communication.
The case in which information is sent in the opposite 2yute that the choice of the label$; and B; is arbitrary, as long asi;

direction, i.e., fromD; to D, is shown in Figure 3.(b). Data and B; communicate with each other.



on this in item 3 below) These two p-Cycles do not
have to traverse the same links, but must traverse the
nodes in the same order.

2) Construct two sequences of nodesp =
(Dl,DQ,...,DN) and U = (Ul,UQ,...,UN) of
equal lengths,N. All elements of D and U are in
C = A U B, such that if two nodes communicate,
then they must be in different sequences. We use the
simple procedure shown in Algorithm 1 to construct

b) A half p-Cycle in the counter-clockwise direction,
R. On this half cycle,d; units received on the
primary working paths by nodes 4, andu; data
units received, also on the primary working paths,
by nodes inD are encoded and transmitted &5
and u], respectively. Thed] and u] data units
are decoded and removed by the corresponding
transmitters inD andi{, respectively.

the sequences.

Algorithm 1: Algorithm for constructing the sequenc®s
andi/

Initialization:
D=U=();
1=1, =N,
C=AUB;
Dy = Ay;

/I select first node irD, and traverse p-Cycles
1=141;
C=C—-{A};
while C # ¢ do
¢ = next node on p-Cycles in clockwise direction;
if ¢ communicates with a node in D then
Uj = G,
J=J—-1
else
D;=g¢
1=141,
L C=C—{c}h;

/linitialize empty sequences

Note that the encoding and decoding operations referred
to above are simple modulo 2 addition operations of data
units to be transmitted and the data units received on
such cycles, as will be explained below.
Transmissions occur in rounds, such tiatata units which
are encoded together and transmitted on the p-Cycle must
belong to the same round! data units encoded together mus
also belong to the same round. Rounds onTheycle can be
started by theD; node. Other nodes followD; and transmit
their ownd; andu,; data units which belong to the same round.
Rounds in theR cycle are also started by node;, but node
U, is the first node to transmit in a round, followed by other
nodes in the counter-clockwise direction. All nodeslinand
U must keep track of round numbers. The same round number
conditions apply to rounds in which sums@f data units are
transmitted, as well as rounds for transmitting sumdofand
sums ofu] data units. The handling of round numbers, and
which data units to transmit in round, will be explained in
detall in Section VI-E.

A.2 Encoding Operations:
The network encoding operation is executed by the nodes

in D andy{ as follows (assuming no link failures):

1) NodeD;:

We arbitrarily select the sequence of nodeslrto be

in the clockwise direction, and the sequence of nodes in
U to be in the counter-clockwise direction. We also start
with any nodé in C as D;, and we label this node as
A;. All nodes inD belong to the sef\, and all nodes

in U belong to the seB. Node U; will always be the
one to the left of nodeD,. The example in Figure 4

shows how ten nodes, in five connections are assigned

to D andi/.
A node D; in D (U; in U) transmitsd; (u;) data units
to a node inA (D).

3) The two half p-Cycles are a clockwise half p-Cycle,
and a counter-clockwise half p-Cycle, which are used
as follows:

a) A half p-Cycle in the clockwise directiofl. On
this half cycle newly generated, units generated
by nodes inD, and newly generated, units gen-
erated by nodes it are encoded and transmitted
asd! andu!, respectively. Thel! andu! data units
are decoded and removed by the corresponding
receivers in{ and D, respectively.

SWe assume that such p-Cycles exist, but if they do not existfimd the
largest subset of connections for which such p-Cycles eaist then apply
the strategy to those connections.

4The selection of the node to be label&y is important in bounding the
delay to recover from lost data due to failures, and also titage time. This
issue will be discussed in Section VI.

a) The node will add the following data units to the
signal received of:
« Data unitd!, which is newly generated bp,.
o Data unituﬁ-, which is received on the primary
path fromU;.
The result is transmitted on the outgoing linkin
b) The node will add the following data units to the
signal received orR, and will transmit the result
on the outgoing link inR.
« Data unitd], which it transmitted in an earlier
round.
« Data unitu}, which it received on the primary
path fromU.

2) NodeU; will perform similar operations:

a) The node will add the following data units to the
signal received of:
« Data unitu!, which is newly generated by,
and
o Data unitd§, which is received on the primary
path fromD;.
The result is transmitted on the outgoing linkin
b) The node will add the following data units to the
signal received ofRR:
« Data unitu}, which it transmitted in an earlier
round.
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Fig. 4. An example of the application of the network codinggadure to a p-Cycle.
« Data unitd}, which it received on the primary will be transmitted on the outgoing link onf.
path fromU;. NodeDj in Figure 4 addgls, which is transmitted on the
Also, the result is transmitted on the outgoing link  outgoing link. However, adding,, whereT'(D3) = U,
in R. removes it and is therefore not tAransmitted'l:)n
To understand the encoding and decoding operations, we?) AlSO, in step 1b, nod®; receives/ (Rx)}, ; + D(Rx)j
first define the following: on the incoming link onR. Node U; is the node in

U which is next toD; in the clockwise direction. For

e T(D;): node ini{ transmitting and receiving fronb,. > e - -
example, in Figure 4, foDs it is Us, and for Ds, it is

« S(U;): node inD transmitting and receiving frony;.

e D(Tz)? = sum of d data units transmitted by Us. After the addition operationurp,) is added, and
D1, Ds,...,D;inroundn and byD;.1, Diya,...,Dy d; is removed. The node outpLﬂ,S(Rx)?+D(R:v);-’ on
in roundn — a on half cycleT which have not yet been R. _ -
removed by their corresponding receiver nodesfina In Figure 4, at nodeDs, the addition ofd; to the
is defined in equation (9), and is the cycle propagation ~ ncoming signal orR removes it, while the addition of
delay in terms of packets. u1, whereU; = T'(Ds) adds it to the signal which is

« U(Tx)? = sum of u data units transmitted by transmitted on the outgoing link oR.

U;, Uis1,...,Uy inroundn and byUs, Us,...,U;_,  3) In step 2a, node; receivesU(T'z);,, + D(Tx)j on
in roundn — 1 on half cycleT which have not yet been the incoming link of T, where nodeD; is the node
removed by their corresponding receiver nodein in D next toU; in the counter-clockwise direction. For

« U(Rz)® = sum of u data units received by example, in Figure 4, fol’s it is nodeDs. The addition
D; biﬂ ...,Dy in round n and by nodes operation adds;, and removesd;, where D; = S(U;),
Dy, Ds,..., Diy inroundn — 1 and transmitted on and produce#/(T'z); + D(T'z)}, which is transmitted
half cycle R which have not yet been removed by their 0N the outgoing link of.
corresponding receiver nodesin In Figure 4,U; addsus,, and removes);

« D(Rz)» = sum of d data units received by 4) Finally, in step 2b, nodel; receives D(Rx);" , +
Ui, Us...,U; in round n and by nodes U(Rx)? on the incoming link ofR, where D; is the
Uit1, Uita,...,Uy in roundn — 1 and transmitted on node next tdJ; in the clockwise direction. For example,
half cycle R which have not yet been removed by their ~ for Us, it is D5, and forUs, it is D;.
corresponding receiver nodes Th The addition operation adqg-, and removes;, where

Now, the above procedure can be explained as follows, with ~ Dj = S(Ui). The result isD(Rx);" + U(Rz)j, which

the help of the example in Figure 4: is trz_;msmltted on the outgoing link &.

1) In step la above, node; receivesD(Tz)?_, +U(Tx)" In Figure 4,U3 addsds, and removes;.

on the incoming link onT. NodeU; is the node next A.3 Recovery from Failures:

to D; in the counter-clockwise direction. For example, The strategy presented in this paper recovers from a single
for Dy in Figure 4, it isU;, and for Ds, it is Us. |ink failure on any of theN primary paths. Suppose that a
The addition operations will add; to D(T'z);"_;, and |ink on the path between nodds; and U; fails. In this case,

will remove ur(p,) from U(T'z)j}. This will result in D, does not receive:; on the primary path. However, it can

D(Tz)? + U(Txz)" at the output of nodeD;, which recoveru; by adding

J



o D(Tz)* | + U(Ta:);? which is received oIT, roundn, u; units belonging to this round are added or deleted.

o U(Rz)?,, + D(Rx)?, that it receives orR, and The same thing applies @ units.

« d; that it generated and transmitted earlier. Node D, can start the first round om, and the remaining
For example, at nodeD; in Figure 4, adding the signal nodesD and i follow. \_Nher_l da_lta i_n the first roun_d_ arrives
received onT to the signal received oR, andds, thenu; at nqdeUl on the working circuits, it startg transmitting data
can be recovered, sindé, = T(Ds) generated.;. received in round 1 oR, and all the nodes it¥ andD follow.
Since primary paths are usually chosen as the shortest, paths
therefore, data arriving at a destination node over the gnym
. - o ) path will do so before data sent over the p-Cycle will arrive.
¢ D(Rx)?_—l +U(Rx)} which is repewed O,'R’ and Moreover, the primary path will have a delay which does not
« u; that it generated and transmitted earlier. exceedr, wherer is the propagation delay around the p-Cycle.

NodeU> adds the signals of andR, and theu it generated Otherwise, the primary path will choose the shorter pattr ove
earlier to recover;. Note that the signals oh andR which  the cycle.

Similarly, nodeU; can recoved; by adding
o U(Tz), + D(Tx)? which it receives orT,

are added together must have the same round number. There is a number of timing and delay issues that need to
be considered:
B. Advantages of the Proposed Strategy 1) Failure-Free Operation:

Under the above assumption of the primary path being
shorter than any secondary backup path, node®in
and U will respectively receive thein; and d; data
units on the primary paths before they receive them on
the backup paths. In this case, data units can be added
to, and removed from the corresponding half p-Cycles
without delay.

Operation Under Working Path Failure:

Assume that the working path between nodesand

Ui has failed. All other nodes will not be affected by
this failure. Let us first consider the case of receiving
d; data units byU;. Nodes inD can transmit theiwd;
data units orT in the corresponding cycles, ag data
units must be removed by their corresponding receivers
in Y. This can be done by all nodes similar to case 1
above.

The proposed strategy has a number of advantages, which
can be summarized as follows:

« The strategy provides 1+N protection against single link
failures, in which the protection resources are shared
between connections, hence resulting in a potential reduc-
tion of the protection circuits over 1+1 protection. This is
especially evident in cases where the nodal degree is highz)
e.g., four, such as in the NJ-LATA and Pan-European
COST239 networks.

« Similar to FIPP p-Cycles, the management plane will be
simplified since it does not have to detect the location of
the failure.

« The control plane functionality will be simplified since it
does not need to reroute the signals at any of the switches,
including those at the end nodes of the failed connection,
in order to recover from the failure. L i

. Since signals will be received twice, and on two differerfg®WeVer, for nodel, d; data units in cycle: received on

paths, this strategy can also be used for error detectionM@ have to be delayed df; until the corresponding

and correction in the absence of link failures. For e)gomblnatlon of data units in cycle onR arrive at_U’“' To
ample, if the two copies do not match, then this is aferive an upper bound on this delay, we now introduce a

indication of an error. If the copy received on the workin&ond't_Ion on the selection of nodds; and U
path is corrupted (which can be detected through the Find the two end nodes of a connection, such that
frame check sequence), then the copy recovered from the ©0n one sector of the p-Cycle, there is no connection
p-Cycle can be used instead. that has its two end nodes on this sector. The end
« Since data units are added together on the p-Cycle, data node of this connection, which is at the end of this
units encrypt each other, which provides a measure of Sector in the counter-clockwise direction is taken as
security on the shared protection circuits at no additional U1, and the next node in the clockwise direction is
cost. This requires that the number of connections pro- taken asD;.

tected by a p-Cycle be greater than 2. For example, in Figure 4, end nodBs andU; of a connection
have the sector that includes nodBs and D, satisfy this
V1. | MPLEMENTATION CONSIDERATIONS condition. Therefore, the end node of this connection in the

. . . . .counter-clockwise direction is taken @&. Notice also that
In this section we consider issues that need to be taken into . . o
. . . odesD, and U; satisfy this condition, and nod®- could
account for implementing the above strategy. These incluge .
L . . i . have been taken a&;, while node D3 would have been
timing considerations, detection and removal of protefcth

channel errors, security issues, and protocol implemiemtat abeledDy in this case.
' y ' P P Now we evaluate an upper bound on the delay time at node

Uk, Ay, , which is the time that nod&, will have to delay
A. Timing Considerations data units on th& cycle. To illustrate the derivation, we will

For the above procedure to work properly, units added _ _
d d at de should be th th . In case the working path is longer than the backup path on 8gqte,
and removed at a node shou e the same as those Cameq]p)fignals on th@ half cycle can be delayed until the correspondingand

the p-Cycle. For this reason, nodes operate in rounds, wherel; data units are received.
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Fig. 5. Example of the timing considerations, and delay/atnodes U, = Us in this example).

use the space-time diagram in Figure 5, which corresponds tdn the example in Figure 4, this delay is introduced at
the example in Figure 4. In this figure, the p-Cycle is brokemode Us, assuming that the working circuit between nodes
between node®; andU;, and the cycle is unrolled. It is also D, and Us in Figure 4 has failed. MSPP devices which
assumed that the connection between naobesand Us has can accommodate a 128ms differential delay, can suppart thi

failed, i.e.,D; = Dy and U = Us. implementation.
The derivation is based on the following assumptions: Using the same method above, we obtain an upper bound
« ¥p, v, is the delay over the working path from nodg  on the outage time, which is the time between the loss of
to nodel;. the direct signal, and the recovery of the same signal on the

. Tgl,Uk is the delay betweefy; andU;, on theR cycle. protection path_. Using)l as a references, the outage time at
o 7h, u, is the delay betwee, and U}, on theT cycle, nodeUy, Oy,, is given by
and similarly ist5 . _ (T R T
« Since shortest pgihDJcommunication is used, the propage(?—Uk = (7,0, +¥0,. 00 +70,0) = (71,0, +¥0i0n) (6)
tion delay between a pair of communicating nodes ovdhe derivation of the above equation is similar to that of
the primary path is always shorter than that over eith@guation (3), except that we subtract the time from the
the T or theR cycles. beginning of the round to the reception df by node Uy
« Node D; is the one connected to nodg. (the last term).
« Assume that a node transmits its data unit on the working Since any working path is shorter thart2, and since
circuit and theT cycle at the same time.
Due to the last assumption, for a round to start on cR|ea _
delay OnghDv+¢D]‘7U1 is required. This is shown in Figure 5,where we used the assumption of symmetry betweerlthe
which is the space-time diagram corresponding to the exam@ndR cycles, then we have
in Figure 4. In this example, nod®; is D3. Hence, we have Oy, < 1.57

T R
TD1,D; + TUL,Uy, <7

_ _ T R T . .
Delay at Uy = Au, = Tp,,p; +¥,;,01 + 0,0, ~ Dy ,U, - If the last assumption above is relaxed, and all nodes are
_ ) ) synchronized to transmit on the working paths at the same
The first two terms in the above equation correspond to tlﬂ?ne, e.g., using a network clock, then the first and fountmte

time from the start of a round on cyclE to the start of the in equation (6) will disappear, and the delay will become
same round on cyclR, as stated above. Then, we add to it the

time for this round’s data to arrive df; on theR cycle (the Oy, = (Wp, v, + 7 v,) — ¥p,.Us (7
third term). Finally, the time for the data in the same round
arrive atU; on theT cycle is subtracted (the last term). B
the choice ofD;, then

Wwhich still has a loose upper bound b 7. In order to reduce
Ythe upper bound, and provide tighter guarantees on the eutag
time, all sources can start transmitting simultaneousig at
Tgl,Dj —7h, v, <0 (4) the same time both th& and R cycles can start. In order
to make sure that the transmissions on the cycles will irelud

Also, R valid data units, initially nodes are assumed to generate ze
VDU + T 0 ST ®) data units, which are not transmitted on the working paths,

This inequality is valid since if it was not, theR; andU;  but are assumed to be received by the receivers. The number

will use 7/}, as it will be shorter. of such data units are those transmitted within a duration of

Using equations (4) and (5) in equation (3) we obtain  max; ; ¥p,u,. In this case, the outage time will be given by

R T
AUk S T I[/]k = maX(TUl,Uk ) TDl,Uk) - z/]DhUk (8)



which is upper bounded by. detect the error again, and because of the receipt of
this signal, it can now remove the error by addifig
B. Synchronization to the T signal. The upstream node dh from D;

Since data units that are to be combined together must will not detect the error, and will therefore ignore the
belong to the same round, then all data units of the same p.ossuble error |nd|cat|pn s.|gnal received fraby.
. . .~ . Case 2: A Working Path Failure:
round must be present in order to form the linear combination ) .
X ) . . - In this case, nodeD; will recover u; + E. Node
that will be transmitted on the outgoing link of a cycle. This D. can detect the presence of the error throuah the
requires the use of a synchronization mechanism. However, ! P 9

synchronization can be easily implemented based on the use of the CRC.: in the datg unit. Notice that adding
adoption of two mechanisms, namely: u; + E to the signal oril’ will remove bothu; and

E. However, in the general case, since ndgledoes
1) Round numbers, and g R

X . , not know which signal was hit by the error bu#st it
2) _Buffer_s that w_|II hold_ data units _that_ are to be combined, will execute the same procedure in Case 1 by which
including the input linear combinations.

it notifies its two neighboring nodes.
The buffer, e.g., at nod®; which has a connection to node
U;, will be used to hold transmitted; data units, received .
u; data units, and the linear combinations received on boih 'Mplementation Notes
T andR cycles. Once the data units belonging to the sameWhile this paper presents the theoretical bases of the pro-
round number are available at the head of their buffers, th@sed strategy, it is important to comment on the feasybilit

output linear combination is formed and transmitted on tH implementing it. In fact, the proposed strategy can be
outgoing link. implemented in a number of technologies and at a number

of layers. For example, it can be implemented at layer 1 using
NGS protocols, and in particular the GFP protocol. Sincadat
jts from different higher layer protocols are encapsdat
he payload field of GFP frames, the payload field can be

C. Nodal Degree and p-Cycles
u
In order to implement the above scheme, each node shoH,[1

be able to transmit on three ports. If simple p-Cycles arelus sed to accommodate the encoded (added) data units. It can
then the implementation of this technique may not be feasi Iso be implemented at layer 2 using ATM, where a special
if source and/or destination nodes have a nodal degree\gk n/p| can be reserved for a p-Cycle that protects a given
2.. However, since the on-cycle links are not protected,.no 3t of VCCs or VPCs. The payloads of the ATM cells to
simple cycles may be_used. !n fact, the use of NON-SIMPB protected are therefore added and transmitted on the p-
c_ycles may even result in lowering the protection requinetue Cycle VCC. Moreover, it can be implemented at layer 3, and
since a non-smp_le cycle that trave_zrses a §et (_)f conneation fn particular using the IP protocol. With IP, the sum of data
node_s may require a number of links which is less than thl‘:i'ltnits (packets in this case) can be encapsulated in and®her |
required by simple cycles. packet. The encapsulating IP packet header would inclugle th
IP numbers (on two different interfaces) of the node thatsta
D. Channel Errors a round, e.g. D1, as both the source and destination. Source
The proposed scheme is robust with respect to chanielting may have to be used to make sure that this packet will
errors, especially those which affect the composite signéiaverse the p-Cycle. The strategy can also be implemented
That is, once the composite signal is hit by an error burstsing MPLS where a certain LSP is used to implement the
the error can be detected and removed, and this will takeCycle. All data units are added and the label of the p-Cycle
place within no more than two hops (of connection end-SP is prepended to the sum. In fact, with MPLS we have
nodes): one hop for detection, and a second hop for remotl advantage that paths are precomputed, and do not change
of the error. To see this, assume that an error burst hits téering operation.
signal propagating on th& cycle just before it arrives at Note that the proposed strategy requires four mechanisms:
node D;, which has a connection with nodé€;. Let this 1) Data units are fixed and equal in size,
error burst be represented by the polynomial Therefore,  2) Round numbers can be indicated in data units,
node D; will receive D(Tx)} ; + U(Tx)} + E onT, and  3) There is an XOR addition mechanism at each node, and

U(Rz)?,, + D(Rz)? onR. Let us consider two cases: 4) There is a buffer equal to the round trip delay around
Case 1: No Failures: the p-Cycle at each node.
In this case, the addition of the above two signalfhe last two mechanisms are not difficult to provision.
and the appropriatd; andwu; signals will result in In order to implement the first mechanism, and if data units

E. Detecting thatE is nonzero indicates an error.cannot be made fixed in size, e.g., under IP, a number of
Since nodeD; does not know whetheF has hit ways can be used to circumvent this problem. One option
the signal received ol or the signal received on would be that each node would concatenate (or block) its own
R, it only detects the error, but does not remove idata units and then segment them into fixed size segments.
Therefore, it sends a short signal (can be a single bi&hother option would be to use data units of a length that

to both neighboring nodes to indicate the possibilitis equal to the data unit with the largest size. Shorter data
of an error. The downstream node @nfrom D; will  units are extended by adding trailing zeroes. The first optio
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round | di | dy | ds | da|ds | ur | ug | uz | us | us d;(n)) to T. Otherwise, it adds; (1) +u;(n—a) (us(n)+

number dj(n — a)).

01101 1]1j]0j0jo0ojJO0jOjJO]JO]O « On R: node D; (U;) complements its round bit. If the
Fig. 6. The round number field, and an example showing howsietsvhen round bit of nodeU; (D,) is the same as that of the
received by nodeDs on theT cycle current node’s round bit, it adds (n)+u; (n—a) (u;(n)+

d;j(n — a)) to R. Otherwise, it add€/;(n) + u;(n — 2a)
) ) ) o ) (ui(n) + d;(n — 2a)).
requires some processing, put IS ef_ncpntmterms (.)f badthwi By doing this, nodeD; (U;) will guarantee that the two
utilization. The second option, which is also feasible urale L - .
: : .combinations arriving on thél and R cycles in roundn
number of technologies, can lead to bandwidth degradatlogrres ond to the same combinations
since the bandwidth reserved for protection in this casé wil P '
be based on the maximum size data units. However, since
it does not require blocking and segmentation, its proogssi VII. HYBRID 1+N AND 1:N PROTECTION
requirements are less than those of the first option. Unlike p-Cycles used for 1:N protection, the 1+N protection
Providing round number can be also accommodated inseheme proposed in this paper does not protect circuitshwhic
number of technologies. For example, when using GFP, a nehare links with the p-Cycle, i.e., on-cycle links. The m@as
extension header can be defined to include the round sequeiscdue to the use of network coding on the p-Cycle, which
number. With IP, the sequence number of the encapsulatingriieans that if an on-cycle link fails, the cycle will be broken
header can act as the sequence number. It is to be noted #mat cannot be used to deliver the coded data to the end nodes
data units combined on tHE andR cycles can be offset by of the failed link. However, the 1+N protection scheme can
a number of rounds that depends @nwherea is given by: be combined with the legacy p-Cycle 1:N protection scheme
T to protect circuits sharing links with the p-Cycle. In case a
a=| 1. working link on the p-Cycle fails, network coding will be
disabled, and the the circuits sharing links with the p-@ycl
7 in the above equation is the round trip propagation d_el@én be rerouted on the p-Cycle, which requires end-node
around the p-Cycle, an is the protected transport capacityswjitch reconfiguration. This will result in reducing the oat
Considering the example of Figure 4, and if rounds on th§qtection redundancy. However, the failure recovery tirfe
T cycle are started by nodB,, then at nodeDs, if di and the 1:N protected circuits are expected to exceed thosehwhic
dy belong to roundn, thenu;, uz anduy belong to round zre protected by the 1+N scheme. We refer to this strategy as
n — a. Therefore, the indication of the round number mug{ pyprid 1+N and 1:N protection. It should be noted that in
also indicate the round number of each data unit. This can & case when there are no straddling links, or circuits thi
accommodated by including: hybrid strategy becomes the 1:N protection scheme.
1) The round numben, and In this section, we describe the basics of Hybrid 1+N/1:N
2) For each data unit, whether it belongs to round numbgrotection scheme for link protectibnAll of the previous
n, or to a preceding round number, as will be indicatedperational assumptions still hold in this case. Howevey; a
below. Cycle will be provisioned to protect on-cycle and stradgdlin

For this purpose, we propose a round number field théks. In addition to the nodes i® and7, which are at the
includes theround number and one round number bit for eachends of straddling links, we define the set of nodesNode
data unit. This last bit will be the same as the least sigmificaX: € & is not at the end of a straddling link, butis an end node
bit (LSB) in the round number if the data unit belongs to the of an on-cycle link only. We also defif@(D;) andC(D;) as
same round numbern, or the complement of the LSB if the the next node in the clockwise and counterclockwise dioesti

data unit belongs to an earlier round number- a on T, or 0On the p-Cycle from nodeD;, respectively. Similarly, we

n — 2a on R. Assuming that is oddf, then sincez is added defineC(U;), C(U;), C(X;) andC(X;). We denote the data

to the round number field to update round numbersiby units sentin rouna on the on-cycle working links by node;

the round number bits for all nodes will contain the abov&® nodesC(D;) andC(D;) by s{(n) ands{(n), respectively.

information. Figure 6 shows this field and how it is set for th&imilarly, we define the data units sent by and X; in the

combined data units received by nofig on theT. clockwise and counterclockwise directions #3(n), t€(n),
The determination of which data unit to add to rounsn = (n) andz{ (n), respectively.

the T andR cycles is as explained below. Let us assume thatA node on the p-Cycle can be one of two types:

(Protection data unit size in bits)/B

nodeD; (U;) communicates with nod€; (D;). Type 1: An end node of both an on-cycle link, and a
e On T: node D; (U;) complements its round bit. If the straddling link. Nodes irD andi/ are of this type.
round bit of nodeU; (D;) is the same as that of the Or,

current node’s round bit, it adds (n) + u;(n) (ui(n) + Type 2 An end node of an on-cycle link only. Nodes 4
are of this type.

64 is assumed to be odd for simplicity. df is even, since nod®; starts As described earlier, one of the Type 1 nodes will start reund

rounds, it will have to complement all bits in the round numbés for all . . . . .
nodes, by simply XORing a vector of 1's with such bits. Howewedoes not onthe p'CyC|e in both directiond; andR, which will be used

need to correspond to the actual valueapbut can be taken as the smallest
odd integer greater than or equal to the value given by equd8). "The scheme works with either straddling links or straddipeghs.
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in exactly the same way described in Section V. Without loss L o e %*l-—c'rl:“z:_“f ,

of generality, letD; be the node to start the rounds: It will T AR e

start roundn on T by transmittingd; (n), and will start round -~ |

n on R without transmissions. Nod&; will be the first node

to transmit onR. in roundn. :
A Type 1 node will do two things:

1) It will behave similar to an on-cycle node in the 1+N ' N L v Tua

| D2

' D3

™ us

e ! e - "";/gi+c§2+é'3,v o
protection scheme described in Section V. The data e 4 BT P s [ hedardel
units combined by the Type 1 nodes and transmitted Dt T T g T dids (errazeds

on the p-Cycle are used to protesttaddling links, are
called Sraddling Links Protection (SLP) data units.
2) If a Type 1D; node does not receive a data unit on the

T cycle, it assumes Fhat the link on tiecycle between ¢ ;. nits from nodeD; in D to multiple destination nodes in
C(D;) andD; has failed, and sends ts§ downstream 14 A similar procedure can be implemented for transmissions
on th_eT (_:ycle (i.e., in_ a direction opposite to that of thgrom a node ori/ to nodes inD. We denote byU. and Uy
working link) so that it can be received by no@#D;).  the destinations in the session that are, respectivelyltsest
Also, if the node does not receive a data unit on thehq the farthest from the session sourc®ion theT cycle in

R cycle, it assumes_that the link dR cycle between the clockwise direction. These two nodes have the following
C(D;) and D; has failed and sends” downstream on responsibilities:

theR cycle, so that it can be received 6 D;). In the
above two cases, nodB; also receives the data units
from C(D;) andC(D;) onR andT, respectively. Node
U, will behave similarly.

The data units which are used to proteatcycle links
are calledOn-Cycle Links Protection (OLP) data units.

Fig. 8. 1+N protection of multicast connections

o Node U, adds data unitg; to the R cycle. It does not
act on the data received on thecycle.

» NodeU; removes data units; from theT cycle. It does
not act on the data received on tRecycle.

Based on the above, in the case of failure all destinatiomsod

A Type 2 node,X; € X, will only perform Step 2 performed in the multicast session will recelij’DjeB,#i d; +d; on

by Type 1 nodes only, and will transmit OLP data units onIﬁyCleT’ a_ndzijj e j#i 4 on.cyc.IeR, whereZ3 is a sub.set
Two more mechanisms are needed: of D. This enables such destinations to recover dhainits

. in case of failure. This is shown in the example in Figure 8
1) At any of the nodes on the cycle, SLP data units ha ere D, transmits data unitds to Uy, Uy andIFJ) 9
. 2 2 2 5+
transmission precedence on the cycle over OLP data.l_he above may require buffering data on theycle atU;
units. . ; . ) :
.. until data in the corresponding round arrives from upstream
2) f‘t the ndode that tstarts th? gydTE’ ' g:::: éiatta un.'ttsftheR cycle. Or, it may require buffering data on tRecycle at
rgL;%un n a;eancgs/g?jraV\?helrjen iissiven in aeaul;?ilofl ?fc until data in the corresponding round arrives from upstream
n—a : 9 q on theT cycle. Buffering at both nodes is not required.

©). Note that the above strategy can tolerate the failure of

~ We show an example in Figure 7 of a p-Cycle protecting,jiple links on the multicast tree from; to its destinations
five nodes, four of Type 1D, Dy, Uy, and Uy, and one

node of Type 2,X;. In the absence of failures, the data

units transmitted on the working links are shown in Figure )

7.(a), while the linear combinations carried on tieand B- Many-to-One Sessions

R cycles are shown in Figure 7.(b). When a straddling link In the case of many-to-one sessions, the adaptation of
fails, e.g., betweenD; and U, shown in Figure 7.(b), the the proposed strategy is straightforward. In this case, the
combinations received &b, and U, can be used to recoverdestination node can be regarded as multiple destinataors,

ug andds, respectively. However, when an on-cycle link failsit applies the basic strategies times, wheren is the number
e.g., between nodeX; and D,, the T cycle is used to carry of sources in the session. Since the destination node will be
s$ to X; in the clockwise direction. Similarly, thR cycle is receiving at a rate that is equal to the sum of the rates of
used to carry:€ data units taD,, and in the counterclockwise all transmitters, the p-Cycle must operate at least at #tis. r

direction. This is shown in Figure 7.(c). Therefore, data units transmitted by the sources of the same
session can be time multiplexed on the p-Cycle. The paths
VIII. EXTENSIONS TOMULTIPOINT COMMUNICATION from the sources to the destination need not be link disjoint
In this section we discuss how the proposed technique can
be used to protect multipoint connections, viz., one-toywna IX. COSTEVALUATION OF 1+N PROTECTION
and many-to-one. In this section we evaluate the cost of 1+N protection
) using p-Cycles, and compare it to the cost of 1+1 protection.
A. One-to-Many Sessions The cost evaluation of 1+1 and 1+N protection is based

We illustrate the procedure for handling one-to-many, @n optimal formulations. For the case of 1+1 protection,
multicast, sessions by considering the case of the trasgmis Bhandari’'s algorithm [15] was used to find two links disjoint
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Fig. 7. An example of a p-Cycle used to protect 2 straddling &mn-cycle links: (a) the working links; (b) the protectioincuits used to protect straddling
links; (c) the protection circuits used to protect on-cylifks.

paths between the end nodes of each connection. An intetfemn that under 1+1 protection. In Table Il we show the cost
linear programming (ILP) formulation is used to evaluatef 1+1 and 1+N protection when link protection for all links
the cost of 1+N protection. The ILP formulation is given irin the network is provided. Four networks are considered, tw
the appendix. These will be used to carry out an empiricsiix node networks, with 10 and 12 edges respectively, and
comparison between the cost of implementing both strategiéwvo eight node networks, similar to those in Table I. In these
It is to be noted that the cost metric used in this paper is te&amples, and similar to the conclusion drawn from the above
number of links, where a span may contain a number of linklsyo examples, it is shown that the cost of 1+N protection
e.g., DS-3 circuits or wavelengths. becomes less than the cost of 1+1 protection as the network
We compare the cost of implementing 1+1 and 1+N pralensity increases. It is to be noted that there is a large rumb
tection strategies using random graphs, while assuming tlenetworks with a high nodal degree, i.e., 4 or more. Exasple
there is no upper bound on the number of links per spaof which include the NJ-LATA with a nodal degree of 4, and
In our experiments, we allow the use of non-simple cyclethe Pan-European COST239 network with a nodal degree of
Therefore, and due to the complexity of the problem, we rah7. Such networks may be regarded as candidates for the use
our experiments using 8-node networks. The networks weséthe proposed strategy.
generated randomly such that each sample network contained

a given number of edges, and that the network is at least TABLE |
. .. COMPARISON BETWEEN1+1AND 1+N PROTECTION IN AN8-NODE

bi-connected. For the generated network, we provisioned a NETWORK

given number of connections, such that the end points of the

connections were uniformly selected from all the nodes & th £ N o W(:)LrJIr(lln N E— Wi:k'r'n S

network. For each experiment, we generated 10 sample net PACIORES = g 27 e = g 21

works, an_d ca!culf_;lted the average of the number of protectio ;5 10 a1 16 25 | 50 24 26

and working circuits over all the runs. In the examples below 8 31 12 19 37 13 24

we show the total number of wavelength links, and between, | 16 (inks) |51 16 35| 39 16 23
. 116 14 49 19 36 | 45 20 25

pgreptheses we show the number of protection and working 12 a4 18 26 | 34 16 18

circuits, respectively.

In the first example, shown in the first half of Table I, the

network has 8 nodes, and 12 edges. The average nodal degree TABLE I

in this case is 3. In the examples, we show the total network FULL LINK PROTECTION

cost, and the cost of primary and protection paths. The ta,!ﬁ/| 7] T "N

shows that 1+1 protection performs better than 1+N pratecti Total Working _ Spare| Total Working  Spare

both in terms of the number of working and protection cirsuitf—6 10 | 30 10 20 30 10 20

Notice that when the number of connections is equal to t1e8 g gg g 3‘71 ig g é‘ll

number of links in the graph (the case referred thials), i.e., 16 | =1 16 35 29 16 >3

the case of link protectidh the number of working circuits is
exactly the same in both cases, but the number of protectio

i i i Y i + i . . .
circuits is about 15% more in the case of 1+N. That i he maximum number of links per span under 1+N protection

1+N protection has no advantages in this case. However,.a? .
. . iS Jess than under 1+1 protection. For example, for a network
the network becomes denser, 1+N protection requires fewer

- . . . of 8 nodes and 12 edges, protecting 10 connections using
circuits than 1+1 protection. This is shown in the seco +1 protection required several spans to be provisionell wit
half of Table I, where the nodal degree in this case is P q P P

Although the number of protection circuits exceeds the neimb links on the same span Wlt.h. LN prqtectpn, however, only
. o : ne span needed to be provisioned with 4 links, and the rest
of working circuits under 1+N protection, but the cost of

: S o were provisioned with either 1 or 2 links. This means that
protection circuits under 1+N protection is at least 30%dow L . .
restricting the number of links per span to a certain upper

8The connections were embedded in the ILP such that each offthe 0OUNd may Change the cost significantly. This _iS t_he subject
connections is routed over exactly one edge in the netwoakhgr of future study. It is to be also noted that the saving intatl

e thing that was observed from the above results is that
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by 1+N protection over 1+1 protection is somewhat limited in X. CONCLUSIONS
this study. This is due to the use of small networks, whichewer This paper presented the principles of a scheme for achiev-
the only networks that the ILP was able to solve in reasonab,l% 1+N protection against single link failures by using-net
time. work coding on p-Cycles. Data units are coded at sources
We also illustrate the cost of the Hybrid 1+N/1:N protectiorand destinations, and transmitted in opposite directioms o
and compare it to the cost of 1+1 protection. The cost of theCycles, such that when a link on the primary path fails,
Hybrid 1+N/1:N protection is based on using the ILP formudata can be recovered from the p-Cycle using simple modulo
lation which is similar to that in [16]. However, we modified2 addition. The strategy allows fast and graceful recovery
the formulation in [16] in order to also maximize the numbefrom failures. It also simplifies the management and control
of links which are protected using 1+N protection, withouglanes, and can also provide a mechanism for error detection
resulting in increasing the number of protection circuidsle and correction. The scheme can be implemented at a number
to the lack of space, we do not include the ILP formulatiopf |ayers and using a number of protocols including IP, or
in the paper. GFP in NGS. In order to protect on-cycle links, a hybrid
The experiments considered a number of networks whereN/1:N strategy was presented in which on-cycle links are
the number of nodes assumed two values, 8 and 14 nodsstected using 1:N protection. A performance evaluation
We allowed the graph density for each network to assume ostedy showed that as the density of the graph increases the
of four values, namely, 1, 1.5, 2 and 2.5. The graphs wegficiency of the proposed 1+N protection scheme improves
generated randomly, but we made sure that all graphs weatieterms of decreasing the ratio of the required protection
at least bi-connected. For each network, 8 different randatitcuits compared to the working circuits. Moreover, theNl+
graphs were generated, and we took the average of the resyjtstection becomes more efficient than 1+1 protection under
In Table Ill, we show the cost of the protection circuitshe same conditions. Therefore, the proposed strategyean b
required for both 1+1 and Hybrid 1+N/1:N protection. Focandidate for use in networks with high average nodal degree
the Hybrid 1+N/1:N protection, the number of links whichsuch as NJ-LATA and the Pan-Eurpoean COST239 networks.
are protected as straddling links, i.e., using 1+N protextis Future work will consider implementing the proposed strat-

also shown. egy in different technologies. It will also consider detdil
performance evaluation and the effect of practical network
TABLE Il ; Sming limitafi ;
dimensioning limitations on the performance. Moreovearcsi
COMPARISON BETWEEN1+1AND HYBRID 1+N PROTECTION . . . .
the ILP formulations presented in this paper have a high
T+1 Protection Hybrid T+N/I:N_Protection complexity, which limits their applicability to small nebsks,
Vi \SE\ p“’tecst'g” cost prOtngO” cost #S”ad‘g'”g links we plan to develop heuristic and approximate approaches,
5112 30 5 7 which may be sub-optimal, but may allow provisioning of
16 32 8 8 larger numbers and a greater number of connections.
20 40 8 12
14 182 14 0 APPENDIX
14 gé gg ;g 169 ILP FOR THEMINIMAL COST1+N PROTECTION
35 70 15 24 This appendix finds the minimal cost provisioning for 1+N

protection in mesh networks using an ILP formulation. The
) _cost is defined in terms of the number of wavelength links.
~Under 1+1 protection, the worst case cost of protectiqf s assumed that the number of wavelength channels is not
circuits is always when the nodal degree is 2, i.e., the n&wQq, ner hounded. It is also assumed that wavelength conversio
has a ring topology. There is exactly one way of choosing theayajlaple at all nodes, and therefore wavelength coitgiisi
protection path, namely, the entire ring topology excl@dingq enforced. In this case, several copies of the same peCycl
the protected link. However, under Hybrid 1+N protectiony,, pe needed. This is because two connections may have to
the problem reduces to p-Cycle protection, where all thg, , qtected by the same cycle, but such connections cannot
protected links are on-cycle links, and the cycle corresison,e royted on link disjoint paths. Multiple copies of the same
to the entire graph. This results in the largest percentage-ycle must be routed on different wavelength channels, or
of protection circuits, 100%. Note that in this case, for thgierent circuits, depending on the unit of protection. Wart
Hybrid 1+N protection, there are no 1+N protected links, ang\, finding the set of all cycle® in the network graph. The ILP
it is 1:N protection. As the number of edges increases, aQi}yylation assumes that there ake copies of each cycle.

consequently the nodal degrees, the cost of 1+1 protectionrne following table defines the parameters and variables
remains high, which is always around 200% of the cost @feqd in the formulation:

working links. Under Hybrid 1+N protection, the ratio of the N number of connections (input parameters)

protection circuits to the working circuits decreases. ib®t s(k) source of connectiok (input parameter)

also that as the number of edges increases, the number sf link(k) destination of connectioh (input parameter)

which are 1+N protected, i.e., straddling links, also iases. ij binary variable which is 1 if and only if connection
For example, with a graph density of 4, at least 50% of k uses link ¢, 7) on primary path

the links are protected using 1+N protection, since they ar@;, subset of cycles that may be used to protect connec-
straddling links. The remaining links are 1:N protected. tion k, i.e., s(k) andd(k) are on a cycle i



P length of cyclep (input parameter) 6]

ijj binary variable which is 1 if link 4, 5) is on cyclep
(input parameter)

K number of copies of each cycle (input parameter)

o™ binary variable which is 1 if copyn of cyclep is
used by connectiok

AP  binary variable which is 1 if copyn of cycle p is

(7]

(8]

used
Minimize: [l
k ,m
> zb+> Armre 20
k,i,7 p,m
Subject to: ZE =0 Vk, i# s(k) (10) [
Zh =0 Yk, j# dk) (1) 1
> zk=1 vk (12)
i#s(k) [13]
> zh=1 Vk (13)
i£d(k) [14]
SNozk =37k vk, j#sk).dk) (14)
[ [ [15]
k k ,m
Zi5+ Z5 + o (CF 4+ CF) <1 (6]
WM =0 Vk,p¢Pr,1<m<K (16)
> oobm=1 Vk (17)
m,pEP

,m k k ,m 1 1
G+ ZE 25"+ 2+ 25 <3

Vkalak¢lvlv.]apvlgm§k (18)
oy
Zk, s.t.CSEIF’k k < APM < Z §£,m
k, s.t. peEPy
Vp,1<m< K (29)

Equations (10), (11), (12), (13), and (14) ensure that the
traffic on the working path is generated and consumed by
the source and destination nodes, respectively. Equatibh (
makes sure that connectidnand the cycle used to protekt
are link disjoint. Equations (16) and (17) guarantee thateh
is only one cycle that will protect connectidf and this cycle
is one of the cycles ;. Equation (18) ensures that if two
connections share a link and are protected by the same cycle,
they are protected by different copies of the same cycle. The
number of copies of each cycle is evaluated in equation (19).

REFERENCES

[1] D. Zhou and S. Subramaniam, “Survivability in opticaltwerks,” IEEE
Network, vol. 14, pp. 16-23, Nov./Dec. 2000.

[2] D. Stamatelakis and W. D. Grover, “Theoretical undengigs for the
efficiency of restorable networks using preconfigured «y¢fecycles),”
|IEEE Trans. on Communications, vol. 48, no. 8, pp. 1262-1265, 2000.

[3] D. Stamatelakis and W. D. Grover, “Ip layer restoratiomdanetwork
planning based on virtual protection cyclesBEE Jour. on Selected
Areas in Communications, vol. 18, no. 10, pp. 1938-1949, 2000.

[4] W. D. Grover, Mesh-based survivable networks : options and strategies
for optical, MPLS, SONET, and ATM Networking. Upper Saddle River,
NJ: Prentice-Hall, 2004.

[5] G. Shen and W. D. Grover, “Extending the p-cycle conceptpath
segment protection for span and node failure recoveBEE Jour. on
Selected Areas in Communications, vol. 21, pp. 1306-1319, Oct. 2003.

14

A. Kodian and W. D. Grover, “Failure-independent patiotpcting p-
cycles: Efficient and simple fully preconnected opticatkpprotection,”
IEEE Jour. of Lightwave Technology, vol. 23, pp. 3241-3259, Oct. 2005.
W. D. Grover and A. Kodian, “Failure-independent patiotection with
p-cycles: Efficient, fast and simple protection for trarmgpa optical
networks,” in Proc. of 7th Intl Conf. on Transparent Optical Networks
(ICTON 2005), July 2005.

R. Ahlswede, N. Cai, S.-Y. R. Li, and R. W. Yeung, “Netwarkorma-
tion flow,” |[EEE Trans. on Information Theory, vol. 46, pp. 1204-12186,
July 2000.

T. Ho, D. R. Karger, M. Medard, and R. Koetter, “Networkdiog from
a network flow perspective,” ihntl. Symp. on Info. Theory, 2003.

D. S. Lun, M. Medard, T. Ho, and R. Koetter, “Network cogdiwith a
cost criterion,” inlEEE Int. Symposium of Information Theory, 2004.
R. Koetter and M. Medard, “An algebraic approach to re#coding,”
IEEE/ACM Trans. on Networking, vol. 11, pp. 782-795, Oct. 2005.
S. Jaggi, P. Sanders, P. A. Chou, M. Effros, S. Egner, &n,Jand
L. M. G. M. Tolhuizen, “Polynomial time algorithms for muttst
network code construction/EEE Trans. on Information Theory, vol. 51,
pp. 1973-1982, June 2005.

C. Fragouli, J.-Y. LeBoudec, and J. Widmer, “Networkdew: An
instant primer,”ACM Computer Communication Review, vol. 36, pp. 63—
68, Jan. 2006.

E. Hernandez-Valencia, M. Scholten, and Z. Zhu, “Theegi framing
procedure (gfp): An overview,JEEE Communications, vol. 40, pp. 63—
71, May 2002.

R. Bhandari, Survivable Networks: Algorithms for Diverse Routing.
Springer, 1999.

W. He, J. Fang, and A. Somani, “A p-cycle based survisat@sign for
dynamic traffic in wdm networks,1EEE Globecom 2005.



