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Abstract—1+N protection was proposed by the author
in [1], where a single circuit is used to protect a number
of connections. For this purpose, network coding was
used to carry a linear combination of the signals, and
p-Cycles were used to provide this combination to the
destination nodes in order to allow them to extract a
second copy of the transmitted signal. In this paper, we
introduce a generalized form of 1+N protection. Network
coding is used to combine a number of signals on one
protection circuit. However, p-Cycles and not used, and
the signals are combined on a protection circuit, which is
optimally selected to minimize the amount of protection
resources. Moreover, and unlike the strategy in [1], the
generalized strategy does not require symmetry in resource
reservation in the two directions of communication, but the
protection resources are provisioned based on need. The
strategy introduced in this paper provides 100% protection
against single link failure on any of the working paths. A
performance comparison between the cost of implementing
the proposed scheme and 1+1 protection is provided, and
is based on Integer Linear Programming formulations.

I. I NTRODUCTION

A large number of techniques for providing optical
network survivability have been introduced. Such tech-
niques can be classified as eitherPredesigned Protection,
or Dynamic Restoration techniques [2]. In predesigned
protection, which is a proactive technique, bandwidth
is reserved in advance so that when a failure takes
place, backup paths which are pre-provisioned, are used
to reroute the traffic affected by the failure. These
techniques include the 1+1 protection, in which traffic
of a lightpath is transmitted on two link disjoint paths,
and the receiver selects the stronger of the two signals;
1:1 protection, which is similar to 1+1, except that traffic
is not transmitted on the backup path until failure takes
place; and 1:N protection, which is similar to 1:1, except
that one path is used to protect N paths. The p-Cycle
concept [3] is one way of implementing 1:N protection
which is close to optimal 1:N protection, especially
when the network graph is dense. A generalization of
1:N is the M:N, where M protection paths are used
to protect N working paths. Protection techniques are
widely used in SONET ring networks [2]. Under dy-
namic restoration, which is a reactive strategy, capacity is
not reserved in advance, but when a failure occurs spare
capacity is discovered, and is used to reroute the traffic
affected by the failure. Protection techniques can recover
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from failures quickly, but require significant amounts
of resources. On the other hand, restoration techniques
are more cost efficient, but are much slower than their
protection counterparts.

Recently, the author introduced another new con-
cept for protection, namely, 1+N protection in [1]. The
technique is based on using a bidirectional p-Cycle to
protect a number of link disjoint connections which are
straddling from the cycle, and using network coding [4]
to transmit modulo-2 sums of the connections’ signals
on the cycle. A failure of any link on a working path
can be recovered from by using a decoding operation
of the signals transmitted on the p-Cycle. This strategy
was introduced to provide 100% protection against single
link failures. The 1+N protection can be implemented at
a number of layers, and using a number of protocols.

This paper to introduces a general strategy for pro-
viding 100% 1+N protection against single link failures
in mesh networks, and without using p-Cycles. That is,
to transmit signals from N connections on one common
circuit, such that when a failure occurs, the end nodes
of the connection affected by the failure will be able
to recover the signals lost due to failure. This is done
by combining signals from a number of connections
using the technique of network coding, and transmitting
this combination on the backup circuit. Hence, surviv-
ability is provided without explicitly detecting failures,
and rerouting of the signal is not needed. Both the
management and control planes in this case will be
simpler. In addition to protection, and as a byproduct,
in the absence of failures, this scheme provides an error
correction functionality, where a data unit corrupted on
the working circuit can be recovered from the protection
circuit.

The rest of the paper is organized as follows. In
Section II we introduce the network model, and a few
definitions and assumptions. We illustrate the basic con-
cept of our strategy through an example in Section III,
which is then followed by the description of the general
strategy. The cost of implementing the proposed strategy
is compared to the cost of implementing 1+1 protection
in Section IV. This is based on an Integer Linear
Program (ILP) formulation for optimally protecting a
group of connections in a network using the proposed
scheme. Due to the lack of space, the ILP formulation is
not shown in the paper. Finally, the paper is concluded
with some remarks in Section V.



II. DEFINITIONS AND ASSUMPTIONS

In this section we introduce some preliminaries.

• The network is represented by the graphG(V, E),
where V is the set of nodes, andE is the set of
bidirectional edges in the graph. For the network to
be protected, we assume that the graph is at least 2-
connected, i.e., between any pair of nodes, there is at
least two link-disjoint paths. Following the terminology
in [3], we refer to an edge in the graph as aspan.
A span between two nodes contains a number of
channels. The type and number of channels depends on
the type of the span, and also on the layer at which the
connection is provisioned, and protection is provided.
We refer to each of these channels as alink.

• There is a setC of unicast connections that need
to be provisioned in the network such that 100%
1+N protection is guaranteed. The total number of
connections is given byN = |C|. It is assumed that all
connections require the same bandwidth,B, and this
bandwidth is allocated in terms of a circuit on a single
link, i.e., single hop, or may consist of a sequential set
of circuits on multiple sequential links, i.e., multihop.

• Connections are unidirectional, and a connectioncj

from sourceSj to destinationDj will transmit data
units d

(n)
j , wheren is the sequence number, or round

number in which the data unit is transmitted. Connec-
tion cj ∈ C is identified by the tuple< Sj , Dj , d

(n)
j >.

A bidirectional connection will be treated as two
independent unidirectional connections.

• All data units sizes are fixed and equal.
• It may not be possible to protect allN connections
together. In this case, the set of connections,C, is
partitioned into K subsets of connections,Ci for
1 ≤ i ≤ K, where setCi consists ofNi = |Ci|
connections, such that

∑K

i=1 Ni = N .
• The scheme presented in this paper is designed to
protect against a single link failure.

• When a link carrying active circuits fails, the tail node
of the link will receive empty data units, which can be
regarded as zero data units.

It should be pointed out that all addition operations (+)
in this paper asmodulo two additions, i.e., Exclusive-
OR (XOR) operations.

III. GENERALIZED 1+N PROTECTION

In this section we introduce the Generalized 1+N
Protection for guaranteed protection against single link
failures. We first illustrate the basic principles of this
scheme using an example, and then present the general
scheme, including the operation at different nodes in the
network. We also show how to handle the special case
of a number of connections with the same destination in
order to further reduce resources.

A. Motivation and Basic Principles

In 1:N protection, a backup path is used to protect
one ofN link disjoint working paths if one working path
fails. In this case, if a working path fails, the failure must
be detected, and then the failed working path signal can
be routed on the protection path. Our objective is to avoid
the operations offailure detection, which is performed
by the management plane, andrerouting, which is done
by the control plane, and allow all sources to transmit
backup copies to their respective destinations, simulta-
neously and on the same protection circuit. However,
signals from theN connections cannot be transmitted si-
multaneously on the protection path since this will result
in contention and collisions. Therefore, the signals are
transmitted on the protection path, after being linearly
combined using network coding. For example, the sig-
nals are added using addition onGF(2), i.e., XORed, as
shown in Figure 1.(a). We refer to this protection path as
theprimary protection circuit. However, when a working
path fails, the sum of the signals, which is received on
the primary protection circuit, is not sufficient to recover
the signal transmitted on the failed working path. For
example, in Figure 1.(a), when working path 2 fails,
node D2, which is the receiver at the end of path 2,
receivesd1 + d2 + d3 on the primary protection circuit,
where the sum is modulo 2. NodeD2 cannot recover
d2 from this sum. We solve this problem by having all
received signals added at the receiver side, and delivered
to all receivers on a second protection circuit, that we
refer to as thesecondary protection circuit (see Figure
1.(b)). These two signals can be used to recover the
signal transmitted on the failed path. In the example of
Figure 1.(c), which includes bothprimary andsecondary
protection circuits, when working path 2 fails, thenD2

receives:

• d1 + d2 + d3 on theprimary protection circuit, and
• d1 + d3 on thesecondary protection circuit.

These two sums are added byD2 to recover the lost
signal,d2.

B. Generalized 1+N Protection Against A Single Failure

For each subset of connections,Ci, that are to be pro-
tected together, three types of circuits are provisioned:

• A total of Ni link disjoint working paths are pro-
visioned to carry the signals directly from sourceSj

to destinationDj , for all connectionscj ∈ Ci. The
working path for connectioncj is denoted byWj . Each
path has a bandwidthB, and data units are transmitted
from Sj to Dj in rounds.

• A primary protection circuit, Pi, is provisioned for
all connections inCi, and is used to deliver the sum
of all data units,dj , transmitted by the sources,Sj ,
wherecj ∈ Ci, to all receivers,Dj in Ci. Pi is link
disjoint from the working paths inCi. Pi consists of
Ni shared multicast trees from each source,Sj in
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Fig. 1. An illustration of Generalized 1+N protection: (a) the
primary protection circuit; (b) the secondary protection circuit; (c) both
protection circuits providing data recovery from a failureof pathW2.

Ci to all destinationsDk in Ci. The sharing of the
multicast trees implies that whenm trees share a link,
the bandwidth required on that link is stillB, and not
m·B. This is because them data units to be transmitted
on the shared link are linearly combined together using
XOR operations before transmission and only the sum
is transmitted.
The primary protection circuit,Pi, is therefore used to
deliver the following to all nodesDj , cj ∈ Ci, where
the sum is modulo 2.

∑

cl∈Ci

dl (1)

The example of Figure 1.(a) shows an implementation
of Pi as an inverse tree connected to a tree (this
implementation of shared multicast trees may not be

optimal, but is shown here for the sake of example
only). The inverse tree is used to collect the signals
from all sourcesSj in Ci, which is connected to
a tree that delivers the sum of these signals to the
destinationsDj in Ci. At every merging point on the
inverse tree, data units transmitted bySj are added,
and are transmitted on the outgoing link. At every
branching point on the tree, received sums of data units
are transmitted on all outgoing links to all nodesDj,
cj ∈ Ci.

• There is also asecondary protection circuit for Ci,
which we refer to asQi, which is also implemented
as shared multicast trees from each destination,Dj , to
all destinations inCi, includingDj itself. This circuit
collects data units received byDj nodes, and sums
these data units using modulo-2 addition and delivers
the sum to all destinations. WhileQi needs to be link
disjoint from all working paths inCi, it need not be
link disjoint from Pi. Since Qi delivers the sum of
received signals to all receiver nodes inCi, if, Wk,
the working path of connectionck ∈ Ci fails, then the
signal delivered onQi to Dj for cj ∈ Ci will be

∑

cl∈Ci,cl 6=ck

dj (2)

In this case, nodek can recoverdk by adding equations
(1) and (2).
The example in Figure 1.(c) shows an implementation
of Qi which also has the form of an inverse tree
connected to a tree, and collects and adds the received
signals fromDj in Ci, and delivers this sum to the
Dj nodes inCi. Again, this may not be an optimal
implementation ofQi, but is only shown for the sake
of exposition.

On all three types of circuits above, data units are
transmitted in rounds, such that only data units generated
in round n are added together onPi and Qi. As
mentioned above, the data unit transmitted from node
Sj to nodeDj in roundn will be denoted byd(n)

j .
Below, we describe the operations performed by all

nodes, the source,Sj , the destination,Dj, and inter-
mediate nodes on the primary protection circuitPj and
secondary protection circuit,Qj .

Role of NodeSj of connectioncj ∈ Ci:
NodeSj will take the following actions:

• Transmitd(n)
j on the working pathWj to Dj in round

n.
• Add d

(n)
j to the roundn data received on the incoming

link from Pi, if any, and transmit on the outgoing
link(s) Pi.
Note that this step is necessary since outgoing links of
the tree rooted atSj may be shared by another tree
rooted at another node,Sk in Ci.
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Fig. 2. An example to showcollector and delivery links

Notice that theSj nodes will have to be synchronized to
transmit data units in the same round. Synchronization
can be relaxed, and implemented by buffering at one
or more nodes. That is, a node that has to perform an
addition operation on a number of data units in round
n before transmitting their sum, will have to buffer
received data units until all data units are available.

Role of NodeDj of connection cj ∈ Ci

Before describing the operations performed by nodeDj,
we need to identify two types of incoming links on the
Qi circuit. Some incoming links will be part of the data
collection circuit in the shared multicast trees, and these
are referred to ascollector links. These links will not be
carrying the sum of alld(n)

k , for all ck ∈ Ci. Other
links will be part of the data delivery circuit in the
shared multicast trees, and these will be calleddelivery
links. These are links which carry

∑
ck∈Ci

d
(n)
k . For

example, in Figure 2.(a) theQi circuit is implemented
as a non-simple path. Span(D1, D2) carries two links
as part of theQi circuit, and so does span(D2, D3).
However, for each such pair of links one is acollector
link and the other is adelivery link. Links a and b

are collector links, while links c, d and e are delivery
links. It should be also noted that theQi circuit can be
implemented using a fewer number of links, as shown in
Figures 2.(b) and 2.(c), depending on link and bandwidth
availability. In this case, nodeD3 which determines that
the combination that it outputs contains all data units in
the protected group, need not receive this combination
again.

Based on the above definitions, we now define the
actions taken by nodeDj :

• If node Dj has any outgoing link on thePi circuit,
then any data unit received on an incoming link on
Pi will be transmitted on all outgoing links on thePi

circuit.
• NodeDj will receive data transmitted on the working
pathWj from Sj in roundn, d

(n)
j . Call this received

data unitd(n)′

j . In the case of failure ofWj , d
(n)
j will

not be received, and therefored(n)′

j will be taken as

zero for the purpose of recovery of the lostd
(n)
j .

• Node Dj will add d
(n)′

j to the roundn data units
received on the incomingcollector links of Qi, if any.
If there are outgoingcollector links, the sum will be
transmitted on them. If there are no outgoingcollector
links of Qi, but there are outgoingdelivery links, the
sum will be transmitted on them.
In the example of Figure 2, nodeD2 receivesd(n)′

1 on
incomingcollector link a, addsd

(n)′

2 using modulo-2
addition, and since the outgoing linkb is a collector
link, the sum is transmitted onb. However, for node
D3, d

(n)′

3 will be added to thed(n)′

1 + d
(n)′

2 received
on incoming collector link b, and the sum will be
transmitted on the outgoing delivery linkc, since there
are no outgoingcollector links.

• Roundn data units received by nodeDj on incoming
delivery links of Qi will be added to the roundn data
units received on thePi circuit. Call this sumd

(n)′′

j .

The outcome will depend ond(n)′

j :

− In cased
(n)′

j = 0, i.e., theWj working path has

failed, thend
(n)′′

j = d
(n)
j .

− In cased
(n)′

j 6= 0, i.e., theWj working path has

not failed, thend(n)′′

j should be 0 in the case of no

other failures. However, ifd(n)′′

j 6= 0, this means
that either a failure on another working path, or
on a protection path has taken place, and nodeDj

should ignore this signal.

Role of intermediate nodes onPi and Qi

Intermediate nodes onPi andQi may either have one,
or more incoming links on the same circuit. Therefore,
intermediate nodes will add received data units on all
incoming links in the same round,d(n)

j , and forward
them on all outgoing links.

C. Connections with a Common Destination

If a set of connections, which are jointly protected have
the same destination, then the secondary protection path
is not needed. This is true since if the number of jointly
protected connections ism, then if one of the working
paths fails, the destination will receive exactlym signals
which correspond to linearly independent equations, one
of which arrives on the primary protection circuit. Using
these independent equations, data units transmitted on
the failed working path can be recovered.

The above scheme can be adopted without change,
except for doing away with thesecondary protection
circuit, hence achieving further saving in protection
resources. This requires that there bem link disjoint
paths which are used as working paths. In addition, the
shared trees of theprimary protection circuit should
be link disjoint with all thosem paths. In the ILP
formulation that we developed for the purpose of cost
evaluation, this case has been taken into consideration.



IV. I MPLEMENTATION COST AND COMPARISON

To provision working and protection circuits, link
disjoint paths need to be found. The problem of finding
link disjoint paths between pairs of nodes in a graph is
known to be an NP-complete problem [5]. Hence, even
finding the working paths in this problem is hard. We
have therefore developed an ILP for solving the optimal
Generalized 1+N protection problem introduced in this
paper. It is to be noted that the solution is optimal under
the given proposed strategy. Due to space limitations, the
ILP is not shown in the paper, but it was used to assess
the cost of implementing the proposed scheme, and to
compare it to 1+1 protection. For the 1+1 protection, the
cost is based on an optimal ILP formulation similar to
that in [6]1. The ILPs were solved using the Cplex 10.1.0
solver. Due to the complexity of the ILP formulation of
the Generalized 1+N protection, we were able to only
consider limited size networks. Moreover, several of the
results were obtained by terminating the runs when a
gap of 20% was achieved. These are indicated by a * in
Table I.

We considered a baseline network with 6 nodes and
12 edges, and hence the nodal degree is 3. We also
considered two other networks to compare them to the
baseline one: a larger network in terms of nodes and
edges, but with the same graph density, and a network
with the same number of nodes but with more edges,
hence increasing the graph density to 4. With each
network, a certain number of connections were randomly
generated, and provisioned such that 100% protection
against single link failures was guaranteed, using 1+1
protection, and the scheme of this paper.

First, it should be noted that in the ILP formulation,
constraints were included to use the shortest possible
working paths if this does not result in increasing the
overall cost. It can be observed from both tables that the
use of 1+N protection has not necessarily resulted in us-
ing the shortest working paths. However, it has resulted
in reducing the overall resource cost. For network A in
Table I, whenN = 6 andE = 9, i.e., an average nodal
degree of 3, the Generalized 1+N protection achieved
a saving of up to 6% over 1+1 protection. Increasing
the network size, in terms of the number of nodes and
edges toN = 8 and E = 12, while keeping the nodal
degree equal to 3, which is network B in Table I has also
achieved a saving of about 5%. The saving, however,
may be more than that since CPLEX was stopped with
a gap of 20%. More experiments need to be performed in
order to quantify the real savings. When the nodal degree
was increased to 4, which is the case for network C in
Table I, a greater saving, reaching 12% was achieved.
This is due to the fact that more link disjoint alternate
routes are available. The other thing to notice is that the

1A polynomial time algorithm like Bhandari’s algorithm may also
be used.

TABLE I
COST COMPARISON BETWEEN1+1 AND 1+N PROTECTION

Network N , E connections 1+1 Generalized 1+N
6 21 (8, 13) 20 (9, 11)

A 6, 9 8 30 (11, 19) 29 (14, 15)
10 34 (13, 21) 32 (14, 18)

8 33 (13, 20) 33 (15, 18)
B 8, 12 12 54 (22, 32) 52 (24,28)*

16 71 (27, 44) 68 (30, 38)*

6 19 (7, 12) 18 (8, 10)
C 6, 12 8 26 (10, 16) 23 (12, 11)

10 32 (12, 20) 28 (13, 15)

increase in the nodal degree also results in reducing the
lengths of the working paths, hence reducing the network
delay. This means that this technique is more effective
in networks with high nodal degrees, such as NJ-LATA
and the Pan-European COST239 network.

A full quantification of the savings and performance
trends of the Generalized 1+N protection technique is
the subject of a future study.

V. CONCLUSIONS

This paper has introduced a generalized strategy for
1+N protection. The strategy uses network coding to
protect a set of unidirectional connections, which are
provisioned using link disjoint paths. Network coding
is used on a primary protection circuit to combine
signals transmitted by the sources, and is also used
on a secondary protection circuit to combine signals
received by the destinations. The linear combinations are
based on simple modulo-2 additions, or XOR operations.
The availability of these two combinations allows the
destination of a failed working path to recover the lost
data units /bin/bash: a: command not found Numerical
examples based on optimal formulations were introduced
and showed that the resources consumed by this strat-
egy are less than those needed by 1+1 strategies. The
advantages of this scheme is the sharing of protection
resources in a manner that enables the recovery of lost
data units at a speed that is comparable to that of 1+1
protection, but using protection resources at the level of
1:N protection. This sharing was enabled through the use
of network coding.
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