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Abstract

Agile recovery from link failures in autonomic communication networks is essential to increase robustness,

accessibility, and reliability of data transmission. However, this must be done with the least amount of protection

resources, while using simple management plane functionalities. Recently, network coding has been proposed as a

solution to provide agile and cost efficient self-healing against link failures, in a manner that does not require data

rerouting, packet retransmission, or failure localization, hence leading to simple control and management planes. To

achieve this, separate paths have to be provisioned to carryencoded packets, hence requiring either the addition of

extra links, or reserving some of the resources for this purpose.

In this paper we introduce self-healing strategies for autonomic networks in order to protect against link failures.

The strategies are based on network coding and reduced capacity, which is a technique that we callnetwork protection

codes (NPC). In these strategies, an autonomic network is able to provide self-healing from various network failures

affecting network operation. Also,Network protection codes are extended to provide self-healing from multiple link

failures in autonomic networks. Although this leads to reducing the network capacity, the network capacity reduction is

asymptotically small in most cases of practical interest. We provide implementation aspects of the proposed strategies,

derive bounds and show how to constructnetwork protection code. The paper also develops an Integer Linear Program

formulation to evaluate the cost of provisioning connections using the proposed strategies, and uses results from this

formulation to show that it is more resource efficient than 1+1 protection. A simulation study to evaluate the recovery

times, and the buffering requirements due to network codingis also conducted using the OPNET simulator.
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I. I NTRODUCTION

Today’s communication networks are becoming complex to thedegree that the management of such networks

has become a major task of network operation. Therefore, theuse of network autonomy such that the management

functionality and its complexity is moved to within the network has become the preferred approach, hence giving

rise to what is known as autonomic networks [15]. Autonomic networks are self-managed, and they are efficient,

resilient, evolvable, through self-protection, self-organization, self-configuration, self-healing and self-optimization

(see for example [6], [8], [16] and the references therein).Therefore an autonomic network promotes the autonomy of

network operation with minimum human involvement. However, it is also important not to overload the management

plane of autonomic networks to the degree that the management functionality consumes significant amounts of

computing and communication resources. This paper addresses the self-healing functionality in autonomic networks.

Self-healing has been traditionally implemented using techniques such 1+1 protection, 1:N protection, and dynamic

restoration [19]. 1+1 protection is a proactive, agile, anda rather expensive technique, in which each working

path is protected using another backup path on which a secondcopy of the signal is transmitted, hence providing

instantaneous recovery from working path failures. 1:N is aless expensive protection technique, in which one

protection circuit is shared between multiple working connections. Connections which are jointly protected must

be routed on link disjoint paths. The failure of any working connection, once detected, will result in rerouting its

traffic on the backup circuit. Although this technique is less expensive than 1+1, it is slower since it involves failure

detection and localization, and data rerouting. Dynamic restoration does not reserve any protection resources, and if

a failure occurs, network resources must be discovered, andthen used for rerouting traffic from failed connections.

This is the slowest of the three approaches. Most modern self-healing schemes, such as MPLS Fast Rerouting [14],

use 1:N protection.

This paper introduces a technique to provide self-healing that results in simplifying the management plane, as

well as the control plane. The technique uses reduced capacities and network coding.

Network coding is a powerful tool that has been used to increase the throughput, capacity, and performance of

communication networks [1], [5]. It offers benefits in termsof energy efficiency, additional security, and reduced

delay. Network coding allows the intermediate nodes not only to forward packets, but also encode/decode them

using algebraic primitive operations. We illustrate the principles of network coding using the example shown in

Figure 1, in which two sources, A and B, would like to deliver their transmitted data units, a and b, respectively,

to both of two destination nodes,T1 and T2. A and B can deliver their data units toT1 and T2, respectively, on

the outer links. However, since the data units a and b, which are to be delivered toT2 andT1, respectively, on the

inner links, will collide on the link from C to D, network coding is employed. In this case the sum a+b is formed,

where the addition is over the binary field, and is delivered to bothT1 andT2, as shown in the figure.T1 andT2

can recover b and a by adding a+b to the data units, a and b, which are received on the outer links, respectively.

Without network coding, the link C to D has to alternate between carrying a and b, hence resulting in a lower

network throughput.
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Fig. 1. An example to illustrate network coding

One application of network coding that has been proposed recently is to jointly protect a number of link disjoint

connections against link failures [10], [11], [12]. This isachieved by transmitting combinations of data units from

multiple (link disjoint) connections on a backup circuit ina manner that enables each receiver node to recover a

copy of the data transmitted on the working path. In case a single working path fails, the receiver can use this copy

for the purpose of data recovery. This recovery is achieved without failure localization, and without data rerouting.

It is also achieved by sharing a common protection circuit, which takes the form of a p-Cycle [10], or a tree

[12], among a number of connections, hence achieving the protection functionality in a cost efficient manner. This,

however, requires the provisioning of extra protection circuits over which the combined data units are transmitted.

Such circuits may require the addition of links to the network under the Separate Capacity Provisioning strategy

(SCP), or that paths be provisioned using existing links if the Joint Capacity Provisioning strategy (JCP) is used,

hence reducing the network traffic carrying capacity.

Certain networks can allow extra transmissions and the addition of bandwidth, e.g., the addition of wavelength

channels on existing fibers, but they do not allow the addition of new transmission lines, e.g., the addition of new

fibers. In this paper, we propose an approach in which we use network coding to provide agile, and resource

efficient protection against link failures, and without adding extra paths. The approach is based on combining data

units from a number of sources, and then transmitting the encoded data units alternately on the different connections,

hence using a small fraction of the bandwidth allocated to the connections in a fair manner. This disposes of the

requirement of having extra protection circuits. In this scenario, once a path fails, the receiver can recover the lost

packets easily from the neighbors by initiating simple queries.

The contributions in this paper can be stated as follows:

i) We introduce a self-healing strategy against single linkfailures using network coding and a reduced capacity

strategy, rather than using dedicated protection circuits. The developed protection strategy is achieved over the

binary field, hence the encoding and decoding operations aredone using bit-wise XOR operation.

ii) Although single link failures are the most common type offailures in networks, multiple link failures may

also occur, albeit with a smaller probability. We thereforeextend the above scheme to protect against multiple

link failures.
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iii) We develop a theoretical foundation ofprotection codes, in which the receivers are able to recover data sent

over t failed links out ofn primary links.

This paper is organized as follows. In Section II we present the network model and problem definition. Sections III

and IV discuss single and multiple link failures and how to protect these link failures using reduced capacity and

network coding. Section V presents code constructions and an example of anetwork protection code. In Section VI

we present an integer linear program to find the optimal provisioning under the proposed scheme. Section VII

introduces some numerical results based on the ILP and a comparison between 1+1 protection and the proposed

scheme. In the same section, we also introduce a simulation study of the performance of the proposed strategy, and

evaluate the time to recover from failures, as well as the buffer occupancies due to the use of network coding. The

paper is concluded in Section VIII.

Notations: We fix the notation throughout the paper. Letn, k, m, andt be the number of total connections, working

paths, protection paths, and failures, respectively, where n = k + m and t ≤ m. We define a working path as a

connection path that is carrying plain data, i.e., data thatis not encoded. We also define a protection path as a

connection path that is carrying a linear combination of data units transmitted by other connections. We useLi to

denote a connection from a sendersi to a receiverri, andci to refer to the unit capacity of the connectionLi if

it carries plain data (data without coding).F2 is a finite field with two elements{0, 1}. [n, k, dmin]2 refers to a

network protection code defined overF2 that hasn connections,k working paths,n − k = m protection paths,

and recovers from up tot = dmin − 1 failures, wheredmin is the minimum distance of the code.

II. NETWORK MODEL

In this section we introduce the network model that will be used to provide protection for undirectional connections

against single link failures. Later, it will be extended to protect against multiple failures.

Let G = (V, E) be a connected undirected graph which represents the network topology, whereV is a set of

network nodes andE is a set of edges. Let there ben unidirectional connections, and letS ⊂ V be the set of

sources{s1, ..., sn} andR ⊆ V \S be the set of receiver nodes{r1, ..., rn} of the n connections, such that nodes

si and ri are the source and receiver nodes of connectioni, respectively. The case ofS ∩ R 6= φ can be easily

incorporated in our model. Also, the two cases of multicasting and convergecasting, can be accommodated. We

assume that the sources are independent of each other, meaning they can only send messages and there is no

correlation between them. The connection betweensi andri is provisioned inG as a pathLi. If two connections

Li andLj are to be jointly protected against single link failures, then Li andLj must be link disjoint. Otherwise,

the two connections cannot be protected together.

We introduce the network modelN as a simplified abstraction ofG, which can be described as follows:

i) Let N be a network with a set of sourcesS = {s1, s2, . . . , sn} and a set of receiversR = {r1, r2, . . . , rn},

whereS ∪ R ⊆ V .

ii) Let L be a set of linksL1, L2, . . . , Ln such that there is a linkLi if and only if there is a connection path
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between the sendersi and receiverri, i.e., Li corresponds to the path

{(si, w1i), (w1i, w2i), . . . , (w(λ)i, ri)}, (1)

in the graphG, where1 ≤ i ≤ n and (w(j−1)i, wji) ∈ E, for some integerλ ≥ 1. Hence we have|S| =

|R| = |L| = n. If the n connections are to be jointly protected, then the n connection paths must be pairwise

link disjoint. Otherwise, the set of connections must be partitioned into K partitions, such that the pairwise

link disjointness condition is satisfied within each partition, and the connections in the partition are jointly

protected.

iii) All sources transmit equal and fixed size packets.

iv) The operation is in terms of repeating time frames, and a frame is referred to as a cycle.

v) All cycles are identical, and each cycle consists ofn rounds, wheren is the number of sources. In each of the

cycles, each connection’s path will be used as a protection path exactly once, and will be used as a working

path for(n − 1) rounds.

vi) When sourcesℓ uses its connection’s path as a working path, it will generate a data unit,xℓ, and will send a

packet with its ownIDsℓ
and data field containingxℓ to the receiverrℓ, such that

packetsℓ
= (IDsℓ

, xℓ, δ), (2)

whereδ is the round number of the source packetpacketsℓ
in a particular cycle.

vii) All packets belonging to the same round are sent in the same round. The senders will exchange the role of

sending plain and encoded data for fairness, as will be illustrated below.

viii) All links carry uni-directional data from sources to receivers.

ix) Sources inS are connected together using a tree embedded in the graphG, and so are receivers inR. The

reason for this is for sources to exchange data units for the purpose of forming a linear combination, and for

the receivers to exchange data units for the purpose of recovering lost data.

We consider the network scenario where the cost of adding a new path is higher than just combining messages and

transmitting them on an existing path, or there is not enoughresources to provision dedicated paths in the network.

We illustrate the above using the example in Figure 2. In Figure 2.(a) we show the provisioning of three

connections on the NSF Network (the network graphG): a connection between nodess1 = 3 and r1 = 9, a

connection between nodess2 = 4 and r2 = 10, and a connection between nodess3 = 1 and r3 = 11. As shown

in the figure, the three connections are routed on link disjoint paths (shown by bold lines). The sources are also

interconnected, as well as the receivers (shown by dashed lines). The corresponding network abstraction graph,N ,

is shown in Figure 2.(b), where the paths are represented as links. Also, the sources and the destinations are shown

to be in different realms, which refers to their interconnection.

It is to be noted that the sources and destinations themselves do not encode packets, and do not recover packets

lost due to link failures by decoding received combinations. The encoding and decoding is done at routers (IP routers

or MPLS label switched routers), including edge routers to which the sources and destinations are connected. This
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does not compromise the privacy of data since routers do not forward packets to end nodes other than the intended

recipient end nodes.

The following definition describes theworking andprotection paths between two network switches (or routers)

as shown in Fig. (2).

Definition 1: Working paths in a network withn connection paths carry traffic under normal operation. The

data on these paths are sent without encoding.Protection paths in our proposed scheme carry encoded data from

other sources transmitting on working paths. A protection scheme ensures that data sent from the sources will reach

the receivers in case of the failure of any of the working paths.

We illustrate these definitions using the example in Figure 2.(b), where the two paths betweens1 andr1, ands2

and r2 are used as working paths and carry unencoded data,x1 andx2, respectively. However, the path between

s3 andr3 carries the sum ofx1 andx2, hence it is used as a protection path.

We now define the unit capacityci of a link Li as follows.

Definition 2: The unit capacity of a connecting pathLi betweensi andri is defined by

ci =







1, Li is used as aworking path;

0, Li is used as aprotection path.
(3)

The total capacity ofN in any round is given by the sum of all working paths’ capacities, divided by the total

number of paths, i.e.,

CN =
1

n

n∑

i=1

ci. (4)

Our goal is to provide an agile and resource efficient self-healing method forn connections without adding

extra protection paths. Unencoded data is sent overworking paths (paths (s1, r1) and (s2, r2) in Figure 2.(b)), and

encoded data is sent over aprotection path (path (s3, r3) in the figure). In case the (s1, r1) path fails andx1 is

lost, thenx1 can be recovered from the data received on the other two paths. The above results in reducing the

source rate of connection (s3, r3). However, the protection paths which carry the linear combinations of data units

alternate between different paths, hence achieving fairness among connections.

It is important to note that the encoding of the data is not necessarily done at the source of the data, and the

decoding is not necessarily done at the receivers of the data. For example, according to the encoding in Figure

2.(b), when the path betweens1 andr1 fails, and noder1 receives no data units, the recovery ofx1 is performed

at node 13 in Figure 2.(a). In this case, the data units received by nodesr1 (9), r2 (10) andr3 (11) are forwarded

to node 13 and then added to recoverx1, which is sent back to noder1. This implements recovery using network

coding since nodes other than the source and receiver nodes affected by the failure are involved in encoding and/or

decoding.

III. PROTECTING NETWORKSAGAINST A SINGLE L INK FAILURE

In this section we study the problem of protecting a set of connections against a single link failure, i.e.,t = 1,

in the networkN with a set of sourcesS and a set of receiversR. Our objective is to do this without adding extra
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Fig. 2. Network protection against a single path failure using reduced capacity and network coding. One path out ofn primary paths carries

encoded data: (a) the provisioning of the connections on thenetwork graph,G, of the NSF network; and (b) the abstract network modelN .

protection circuits, or paths, albeit with some reduction in capacity.

Assume that every sourcesi has its own messagexi. Also, assume that one sourcesj forms the encoded data

yj which is defined by

yj = x1 ⊕ . . . ⊕ xi6=j ⊕ . . . ⊕ xn (5)

where the sum is over the finite fieldF2 = {0, 1}. In this case, the symbol⊕ is thebit-wise XOR operation. This

means that the source which formsyj will perform (n − 2) addition operations over the binary field,F2.

When sourcesi, for i 6= j, uses its connection’s path as a working path, it sends a packet to the receiverri (on

pathLi), which is given by

packetsi
= (IDsi

, xi, δ). (6)

On the other hand, when sourcesj uses its connection’s path as a protection path, it sends a packet that carries
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the encoded datayj to the receiverrj over the pathLj (protection path), which is given by

packetsj
= (IDsj

, yj , δ). (7)

Now we consider the case where there is a single failure on link Lk. Therefore, we have two cases:

i) If k = j, the linkLj has a failure. Since all other working links are failure free, theirxi data units are delivered

to their respective receivers,ri. The receiverrj does not need to recover its lost data unit,yj as given by

equation (5), since this data unit is only used for protecting working paths, which did not fail. Hence, recovery

of yj is not needed.

ii) If k 6= j, then receiverrk needs to recover data unitxk, and this is done by adding the data units received by

the other(n − 1) nodes over the binary field:

yj +
n∑

i=1,i6=k,i6=j

xi = xk

The above equation holds sinceyj is given by Equation (5). This addition can be done at one of the routers

on the tree network connecting the receivers, e.g., node 13 in Figure 2.(a), or can be distributed over multiple

routers if the tree network has more than one merging point.

The following example illustrates the plain and encoded data transmitted from five senders to five receivers.

Example3: Let S and R be two sets of senders and receivers, respectively, in the network modelN . The

following scheme explains the plain and encoded data sent inone cycle consisting of five consecutive rounds from

the five senders to the five receivers.

cycle 1 2 3

rounds 1 2 3 4 5 . . . . . .

s1 → r1 y1 x1
1 x2

1 x3
1 x4

1 . . . . . .

s2 → r2 x1
2 y2 x2

2 x3
2 x4

2 . . . . . .

s3 → r3 x1
3 x2

3 y3 x3
3 x4

3 . . . . . .

s4 → r4 x1
4 x2

4 x3
4 y4 x4

4 . . . . . .

s5 → r5 x1
5 x2

5 x3
5 x4

5 y4 . . . . . .

(8)

The encoded datayj , for 1 ≤ j ≤ 5, is sent as

yj =

j−1
∑

i=1

xj−1
i +

5∑

i=j+1

xj
i . (9)

Notice that in each of the rounds in the cycle, exactly one connection’s path will be used as a protection path,

while it will be used as working path for the remaining(n− 1) rounds in the cycle. The connection path that will

be used as a protection path will alternate between connections, hence ensuring fairness between connections.

A. Network Protection Codes (NPC) for a Single Link Failure

We can define the set of sources that will send encoded packetsby using a generator matrix. We define the

network protection code C ⊆ F
n
2 by the generator matrix
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G=











1 0 . . . 0 1

0 1 . . . 0 1
...

...
...

...
...

0 0 . . . 1 1











(n−1)×n

(10)

The above matrix is used to determine the data units to be sentover then paths. The matrix applies to one

round in a cycle in which pathLn should carry the vectoryn, while all other paths,Li, for 1 ≤ i < n, carryxi. In

this case, multiplying the message row vector(x1 x2 . . . xn−1) by G, will yield the row vector that defines the

channels’ contents1, viz., (x1 x2 . . . xn−1 yn). For a certain round in which channelLj should carryyj , columns

j andn are exchanged, and the message vector should be(x1 x2 . . . xj−1xj+1 . . . xn−1). However, for simplicity,

we define the matrixG as the generic generator matrix of the NPCC, while keeping in mind its adaptability to

different rounds. The weight of a row inG is the number of nonzero elements, and the minimum weight ofG

(dmin) is the minimum weight over all rows inG, i.e.,

dmin = min
1≤i≤n−1

{|gij 6= 0, 1 ≤ j ≤ n|} (11)

Hence, based on the construction ofG above,dmin = 2.

We can now define thenetwork protection code that will protect a single path failure as follows:

Definition 4: An [n, n−1, 2] network protection code C is an − 1-dimensional subspace of the spaceF
n
2 defined

by the generator systematic matrixG and is able to recover from a single network failure of an arbitrary pathLi.

This means that an[n, n− 1, 2] code overF2 is a code that encodes(n− 1) symbols inton symbols and detects

(recovers from) a single link failure.

We will assume that the codeC defined by the generator matrixG is known for every sourcesi and every

receiverri. This means that every receiver will be able to recover the data xi if the link Li fails, provided thatLi

is a working path in the sense defined above. Hence, the rows ofthe generator matrixG are the basis for the code

C.

Recovery from a single path failure is guaranteed by encoding the data from sourcesS\{sj}, and transmitting

the encoded data on pathLj. The total number of addition operations needed to recover from a single link failure

in a networkN with n sources is(n − 2) and the total number of transmissions isn.

This recovery comes at the cost of a reduction in capacity, which is quantified by the following lemma.

Lemma5: In the network modelN , within each cycle, the average network capacity of protecting against a

single link failure using reduced capacity and network coding is given by(n − 1)/n.

1Although xi is a data unit inFn

2
, the multiplication of an element of the row vector by any of the elements of the matrixG, will result in

xi if the element is 1, and 0 if the element is 0.
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Proof: i) We know that every sourcesi that sends the dataxi over a working pathLi has capacityci = 1.

ii) Also, the sourcesj sends the encoded datayj at different slots, hence not contributing to the working capacity.

iii) The sourcesj is not fixed among all nodesS, but is rotated periodically over all sources for fairness.On average

one source of then nodes will reduce its capacity, and using equation (4), the capacity ofN is (n − 1)/n.

It is to be noted that in reality it may not be feasible to jointly protect all connections in the network. This may be

due to the infeasibility of finding link disjoint paths for all connections, or due to the inefficiency of doing so when

the connections’ end nodes are not physically adjacent. Therefore, an optimal provisioning of the connections may

require partitioning the set of connections that need to be protected into several partitions, with connections in each

partition protected jointly. In this paper, when we refer tojoint protection, we refer to protection of connections

in one such partition. In Section VI we introduce an Integer Linear Programming formulation which finds the

partitions of connections, and finds their optimal provisioning in the network.

IV. PROTECTING NETWORKSAGAINST MULTIPLE L INK FAILURES

In the previous section we introduced a strategy for self-healing from single link failures for autonomic networks.

However, it was shown in [13] through an experimental study that about30% of the failures of the Sprint backbone

network are multiple link failures. Also, if multiple connections, e.g.,t, share a common link, then the failure of

this link can result in the failure of all such connections. This can be represented logically, and in the network

modelN , by the failure oft links on t paths. Hence, one needs to design a general strategy againstmultiple link

failures for the purpose of self-healing.

In this section we will generalize the above strategy to protect againstt path failures usingnetwork protection

codes (NPC) and the reduced capacity approach. Before we formallyintroduce the self-healing strategy, we provide

an overview of the basic idea behind it. Givenn connections withn link disjoint paths, we would like to provide

self-healing against a maximum oft failures, and still have the connections proceed, albeit ata reduced rate. We

therefore propose that in each round we sendn − m data units onn − m paths, and on the remainingm paths

we send linear combinations of these data units. However, these linear combinations must be chosen in a way

such that out of anyn − t transmissions of all then transmissions, there are at leastn − m data units which are

linearly independent. Therefore, if there aret failures, the worst case scenario is that they will cause thefailure of

t paths carrying plain data. In order to recover those data units, we need to make sure that the remainingn−m− t

data units and them linear combinations received at the receiver side contain at leastn − m linearly independent

combinations, which may be used to solve for the lost data units. Hence, we need to design the encoding scheme

to satisfy this requirement.

In order to introduce our strategy for protecting against multiple link failures, we introduce the following

assumptions:

i) We assume that anyt arbitrary paths may fail and they may or may not be correlated.

ii) Locations of the failures are known, but they are arbitrary amongn connections.

iii) In order to protectn working paths without adding extra protection circuits,k connections must carry plain



11

data, andm = n − k connections must carry encoded data.

iv) We assume that the encoding and decoding operations are performed overF2.

Assume that the notations in the previous sections hold. Letus assume a network modelN with up to dmin − 1

path failures. One can define aprotection code C which protectsn links as shown in the systematic generator matrix

G defined as:

G =




















1 0 . . . 0

0 1 . . . 0
...

...
...

0 0 . . . 1

p11 p12 . . . p1m

p21 p22 . . . p2m

...
...

...
...

pk1 pk2 . . . pkm

identity matrixIk×k
︸ ︷︷ ︸

SubmatrixPk×m

︸ ︷︷ ︸




















, (12)

wherepij ∈ F2. The definition ofdmin given in equation (11) also applies here.

In general,G defines the source nodes that will send encoded messages and source nodes that will send only plain

messages without encoding. In order to protectn working paths against a maximum ofdmin − 1 link failures, k

connection paths must carry plain data, hence each of their path capacities will be 1, andm connections whose paths

are used as protection paths and must carry encoded data, andtheir path capacities will be 0. The construction of

matrix G shown in equation (12) assumes that sources 1 throughk will send plain messages, while them(= n−k)

sourcesk+1 throughn will send encoded messages. Therefore, if another set ofm sources are to send the encoded

messages, then their corresponding columns are exchanged with columnsk + 1 throughn.

The matrixG can be rewritten as

G =
[

Ik | P
]

, (13)

whereP is the sub-matrix that defines the redundant data
∑k

i=1 pij to be sent to a set of sources for the purpose

of self-healing from multiple link failures. The construction of P will be explained in Section V.

A. Encoding and Recovery Operations

We shall illustrate how the encoding and recovery operations are achieved at the sources and receivers, respectively.

Encoding Process. The network encoding process at the set of senders are performed in a similar manner as in

Section III. Every sourcesi has a copy of the systematic matrixG and it will prepare a packet that contains the

node’s ID, a data unit and the round number. The data unit willbe different for two different cases. First, if the

sourcesi, which does not belong to the set,S, of sources sending encoded messages, then it will send onlyits own

dataxi with a full link capacity, then

packetsi
= (IDsi

, xi, δ), forsi /∈ S (14)

Second, ifsj ∈ S, then
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packetsj
= (IDsj

,

k∑

ℓ=1,sℓ /∈S

pℓjxℓ, δ), forsj ∈ S (15)

wherepℓj ∈ F2.

The transmissions are sent in rounds. Therefore, the senders will alternate the role of sending plain and encoded

data for fairness.

Recovery Process. The recovery process is done as follows. Assume there aret path failures, wheret ≤ dmin−1.

Then we have three cases:

1) All t link failures have occurred in links that carry encoded packets, i.e.,packetsj
= (IDsj

,
∑k

ℓ=1,sℓ /∈S
pljxℓ, δ),

for sj ∈ S. In this case no recovery operations are needed.

2) All t link failures have occurred in links that do not carry encoded packets, i.e.,packetsi
= (IDsi

, xi, δ).

In this case, all correctly received data units are forwarded to one node in the tree network connecting the

receivers, and are added at this node, or at merging nodes on the way to this node. Then,n − t packets are

solved by such node in order to recover the lostt packets2.

3) All t link failures have occurred in arbitrary links. This case isa combination of the previous two cases and

the recovery process is done in a similar way. Only the lost data on the working paths need to be recovered.

The proposed network protection scheme using distributed capacity and coding is able to recover up tot ≤

dmin − 1 link failures amongn paths and it has the following advantages:

i) k = n − m links have full capacity and their sender nodes have the sametransmission rate.

ii) The m links that carry encoded data are dynamic (distributed) among all n links.

iii) The encoding process is simple once every sendersi knows the NPC.

iv) The recovery from link failures is done in a dynamic and simple way. Only one node needs to perform the

decoding process and it passes the data to all receivers of failed connections.

B. Capacity Analysis

The following lemma demonstrates the average normalized capacity of the proposed network modelN where

m failures occur.

Lemma6: Let C be anetwork protection code with parameters[n, n−m, dmin]2 as defined above.n andm are

the total number of connections, and the number of connections carrying encoded packets, respectively. Therefore,

the average normalized capacity of the networkN is given by

(n − m)/n. (16)

Proof: The result is a direct consequence by applying the normalized capacity definition when there arem

protection paths out ofn paths.

2If addition is done at merging nodes, it should be done in a wayto implement the solution of the received packets in order torecover lost

packets.
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Based on the above, one can use the Hamming codes with parameters [2r − 1, 2r − r − 1, 3]2 to recover from

two failures. For example,[15, 11, 3]2 which has15 connections, among them there are11 working paths and4

protection paths, can be used to protect against two link failures sincedmin = 3. One can also puncture or extend

these codes to reach the required length, i.e., number of connection, see [7] for deriving new codes from known

codes by puncturing, extending, shortening those codes.

V. CODE CONSTRUCTION

Assume we haven established connections in the network modelN . The goal is to design a goodprotection code

that protects againstt failures. What we mean by a goodprotection code is that for a given number of connections

n and failurest, it has a large number of working paths. Hence the protectioncode has a high performance in

terms of the normalized capacity.

One way to achieve our goal is to design codes with arbitrary minimum distances. The reader can consult any

introductory coding theory book, for example [7]. In this case one may use a BCH code with designed distanced

and lengthn to achieve this goal.

We shall quickly review the essential construction of nonprimitive narrow-sense BCH codes that can be used to

generate good protection codes. Letq be a prime power, andn, µ andd be positive integers such thatgcd(q, n) = 1,

and2 ≤ d ≤ n. Furthermore,µ is the multiplicative order ofq modulon. Let α be a primitive element inFqµ . A

nonprimitive narrow-sense BCH codeC of designed distanced and lengthq⌊µ/2⌋ < n ≤ qµ − 1 overFq is a cyclic

code with a generator monic polynomialg(x) that hasα, α2, . . . , αd−1 as zeros,

g(x) =

d−1∏

i=1

(x − αi). (17)

Thus,c is a codeword inC if and only if c(α) = c(α2) = . . . = c(αd−1) = 0. The parity check matrix of this code

can be defined as

Hbch =











1 α α2 · · · αn−1

1 α2 α4 · · · α2(n−1)

...
...

...
. . .

...

1 αd−1 α2(d−1) · · · α(d−1)(n−1)











. (18)

If the minimum distance of this code isdmin ≥ d, then the code can recover up todmin − 1 failures. In this

case the number of connections that will carry plain data is given by [3]:

k ≤ n − µ⌈(d − 1)(1 − 1/q)⌉. (19)

For small designed distanced we can exactly compute the minimum distance of the BCH code, and consequently

determine the dimension of the protection code. This helps us to compute the number of failures that thenetwork

protection code can recover. In practical cases, the number of failurest is small in comparison to the number of

connectionsn that makes it easy to exactly compute the parameters of thenetwork protection codes. Theorem 10

in [3] makes it straightforward to derive the exact parameters of NPC based on BCH codes.
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We now present an example ofnetwork protection codes with a given generator matrix and exact parameters.

The proposed code is not necessarily optimal, i.e. it does not saturate the Singleton bound given by

k ≤ n − dmin + 1 (20)

This bound shows that the number of protection paths must be at leastdmin − 1, i.e.,m ≥ dmin − 1. The equality

of this inequality occurs in case of a single path failure.

Tables of best known Hamming, Linear and BCH codes, and theirextensions are available in coding textbooks,

e.g., [17]. We only consider one example here.

Example7: Consider a BCH codeC with parameters[15, 11, 3]2 that has designed distance3 and generator

matrix G given by:
































1 0 0 0 0 0 0 0 0 0 0 1 1 0 0

0 1 0 0 0 0 0 0 0 0 0 0 1 1 0

0 0 1 0 0 0 0 0 0 0 0 0 0 1 1

0 0 0 1 0 0 0 0 0 0 0 1 1 0 1

0 0 0 0 1 0 0 0 0 0 0 1 0 1 0

0 0 0 0 0 1 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 1 0 0 0 0 1 1 1 0

0 0 0 0 0 0 0 1 0 0 0 0 1 1 1

0 0 0 0 0 0 0 0 1 0 0 1 1 1 1

0 0 0 0 0 0 0 0 0 1 0 1 0 1 1

0 0 0 0 0 0 0 0 0 0 1 1 0 0 1
































(21)

The codeC over F2 can be used to recover from two link failures since its minimum distance is3. One can

puncture, shorten, or extend this code to obtain the required code length, which determines the total number of

disjoint connections. In this example we have15 connections, and11 primary working paths. Furthermore, the

links L12, L13, L14, L15 will carry encoded data. The matrixG presents the construction of NPC, and the senders

that will send encoded and plain data.

VI. ILP FORMULATION

The problem of finding link disjoint paths between pairs of nodes in a graph is known to be an NP-complete

problem [18]. Hence, even finding the working paths in this problem is hard. We therefore introduce an Integer

Linear Program (ILP) for solving the reduced capacity network coding-based protection problem introduced in this

paper. This ILP is not introduced as a tool for connection provisioning in general networks, since it takes a long time

to run. But, it is rather introduced to assess the efficiency of the proposed approach by comparing its performance

to other approaches in sample networks. In a future study, weplan to develop fast and accurate algorithms for

connection provisioning, which may be used in practical situations and large networks.
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The purpose of the ILP is to find a feasible provisioning for groups of connections, such that:

• The paths used by a group of connections protected together are mutually link disjoint.

• There is a circuit,S, which connects the sources of all connections protected together, and this circuit is link

disjoint from the working paths. TheS circuit is used to exchange source data units in order to formthe linear

combination of data units to be sent on the path used for that purpose.

• There is a circuit,R, which connects the receivers of all connections protectedtogether, and this circuit is link

disjoint from the working paths. TheR circuit is used by the receivers to recover from lost data units due to

a failure.

• The total number of links used by the working paths, theS circuit and theR circuit is minimal.

We assume that the number of channels per span is not upper bounded, i.e., the network is uncapacitated.

The following table defines the input parameters to the ILP:

N number of connections

sh source of connectionh

rh destination of connectionh

δhl a binary indicator which is equal to 1 if connectionsh and l have the same destination

γhl a binary indicator which is equal to 1 if connectionsh and l have the same source

The variables used in the formulation are given below:
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nhl binary variable which is 1 if and only if connectionsh and l are protected together

zh
ij binary variable which is 1 if and only if connectionh uses link (i, j) on the working path

ph
ij binary variable which is 1 if and only if connectionh uses link (i, j) on its S circuit

qh
ij binary variable which is 1 if and only if connectionh uses link (i, j) on its R circuit

bh
i,j binary variable which is 1 if connectionh uses link (i, j) on its backup path

P hl
j binary variable, which is 1 if and only if theS circuits for connectionsh and l share a node,j (required if

nhl = 1).

Qhl
j binary variable, which is 1 if and only if theR circuits for connectionsh and l share a node,j (required if

nhl = 1 andδhl = 0).

P h binary variable, which is 1 if and only if connectionh is protected with another connection that has a source

different than that ofh (this variable is important since ifh is not protected with another such connection,

there is no need for theS circuit).

Qh binary variable, which is 1 if and only if connectionh is protected with another connection that has a

destination different than that ofh (this variable is also important since ifh is not protected with another

such connection, there is no need for theR circuit).

Phl
ij binary variable which is 1 if and only if connectionsh and l are protected together, and share link (i, j) on

the S circuit.

Qhl
ij binary variable which is 1 if and only if connectionsh and l are protected together, and share link (i, j) on

the R circuit.

πh
i,j binary variable which is equal to 1 if connectionh is the lowest numbered connection, among a number of

jointly protected connections, to use link(i, j) on its S circuit (used in computing the cost of theS circuit).

θh
i,j binary variable which is equal to 1 if connectionh is the lowest numbered connection, among a number of

jointly protected connections, to use link(i, j) on its R circuit (used in computing the cost of theR circuit).

βh
i,j binary variable which is equal to 1 if the secondary protection path for connectionj uses link(i, j).

Minimize:

∑

i,j,h

(zh
i,j + βh

i,j + 0.5πh
i,j + 0.5θh

i,j)

In the above, the cost of connection provisioning with protection under the proposed scheme is minimized. The

summation in the above equation reflects this cost, and it includes the the number of links used by the connections’

working paths (zh
ij). It also includes the number of links used to interconnect the sources inS (πh

ij), and the number

of links used to interconnect the receivers inR (θh
ij). The reason for the 0.5 multiplier in front ofπh

ij is to avoid

double counting of links, since bothπh
ij andπh

ji have the same value. The same applies toθh
ij . In case a connection

is not protected jointly with another connection, then self-healing is provided using 1+1 protection, and without
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using network coding. In this case, the cost of the links in this protection circuit is given by the variablesβh
ij . The

calculation of these cost factors will be explained using the constraints below.

Subject to:

The following constraints are enforced in the working and protection paths.

I- Constraints on working paths:

zh
i,sh

= 0 ∀h, i 6= sh (22)

zh
rh,j = 0 ∀h, j 6= rh (23)
∑

i6=sh

zh
sh,i = 1 ∀h (24)

∑

i6=rh

zh
i,rh

= 1 ∀h (25)

∑

i

zh
ij =

∑

i

zh
ji ∀h, j 6= sh, rh (26)

zh
ij + zh

ji + zl
ij + zl

ji + nhl ≤ 2 ∀h, l, i, j (27)

Equations (22), (24), (23) and (25) ensure that the traffic onthe working path is generated and consumed by the

source and destination nodes, respectively. Equation (26)guarantees flow continuity on the working path. Equation

(27) ensures that the working paths of two connections whichare protected together are link disjoint. Since a working

path cannot use two links in opposite directions on the same span (or edge in the graph), then two connections

which are protected together cannot use the same span eitherin the same, or opposite directions. Such a condition

is included in Equation (27).

II- Constraints on secondary protection circuits:

bh
i,sh

= 0 ∀h, i 6= sh (28)

bh
rh,j = 0 ∀h, j 6= rh (29)
∑

i6=sh

bh
sh,i = 1 ∀h (30)

∑

i6=rh

bh
i,rh

= 1 ∀h (31)

∑

i

bh
ij =

∑

i

bh
ji ∀h, j 6= sh, rh (32)

βh
ij ≥ bh

ij −
∑

l

nhl ∀h, l, i, j (33)

βh
ij + zh

ij ≤ 1 ∀h, i, j (34)

The above constraints evaluate the cost of the secondary protection paths used for 1+1 protection. There are two

sets of variables in the calculation of this cost. The first one is thebh
ij variables, which are evaluated in Equations

(28)-(32) using exactly the same way thezh
ij variables are evaluated. However, the cost that goes into the objective
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function depends on whether connectionh is protected with another connection using network coding or not. The

variables which evaluate this cost are theβh
ij variables, and are evaluated in Equation (33), which makes it equal

to bh
ij only if the connection is not protected with another connection. Finally, Equation (34) makes sure that the

working and the used secondary paths are link disjoint.

III- Constraints on S circuits:

P h ≥ nhl − γhl ∀h, l (35)
∑

i

ph
shi = P h ∀h, i 6= sh (36)

∑

i

ph
ish

= P h ∀h, i 6= sh (37)

∑

i

ph
ij =

∑

i

ph
ji ∀h, j (38)

zh
ij +

ph
ij + ph

ji

2
≤ 1 ∀h, i, j (39)

zh
ij +

pl
ij + pl

ji

2
+ nhl ≤ 2 ∀h, i, j (40)

∑

i

(ph
ij + pl

ij) ≥ 2P hl
j ∀h, l, j (41)

∑

i

(ph
ji + pl

ji) ≥ 2P hl
j ∀h, l, j (42)

∑

j

P hl
j ≥ nhl − γhl ∀h, l (43)

Equation (35) ensures that the source of connection,h will be connected to aS circuit only if it is jointly

protected with another connection,l. However, there is one exception to this case, which is the case in which the

two connectionsh and l have the same source. In this case, theS circuit is not needed, and this is whyγhl is

subtracted from the right hand side of the equation. Notice that if h is protected together with another connection

that has a different source, then Equation (35) will then require that aS circuit be used. Equations (36) and (37)

will ensure that traffic leaves and enterssh using theS circuit, only if it is jointly protected with another connection

that has a different source, i.e., whenP h = 1. Equation (38) guarantees connectionh’s flow continuity on the

S circuit. Equation (39) makes sure that the working path and its S circuit are link disjoint, while Equation (40)

makes sure that if two connectionsh and l are jointly protected, then theS circuit of l must also be disjoint from

the working path of connectionh. Notice that both of Equations (39) and (40) allow aS circuit to use two links in

opposite directions on the same span, and this is why the sum of the corresponding link usage variables is divided

by 2 in both equations. Equations (41), (42) and (43) make sure that if two connections,h and l, are protected

together (nhl = 1), then theirS circuits must have at least one joint node (P hl
j = 1 for somej). However, similar

to Equation (35), aS circuit is not needed if the two connections have the same source, hence the subtraction of

γhl from the right hand side of Equation (43).
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Notice that in the ILP formulation, the constraints implement the S circuit as a set of paths, such that there is

a path from each source back to itself. However, the requirement of at least one joint node between every pair of

such paths as enforced by constraint (43) will make sure thatthe S circuit takes the form of a tree.

IV- Constraints on R circuits: These constraints are similar to those in equations (35)-(43), except that the

variablesP h, γhl, ph
ij andP hl

j are replaced byQh, δhl, qh
ij andQhl

j , respectively. We therefore do not repeat these

constraints again.

V- Constraints on joint protection:

nhl + nlm − 1 ≤ nhm ∀h, l, m (44)

Equation (44) makes sure that if connectionsh and l are protected together, and connectionsl andm are also

protected together, then connectionsh andm are protected together.

VI- Constraints for cost evaluation:

Phl
ij ≤

ph
ij + pl

ij + nhl

3
∀i, j, h, l (45)

Qhl
ij ≤

qh
ij + ql

ij + nhl

3
∀i, j, h, l (46)

πl
ij ≥ pl

ij −
l−1∑

h=1

Phl
ij ∀l, i, j (47)

θl
ij ≥ ql

ij −
l−1∑

h=1

Qhl
ij ∀l, i, j (48)

Equations (45), (46), (47) and (48) are used to evaluate the cost of theS andR circuits, which are used in the

objective function. Equation (45) will make sure thatPhl
ij cannot be 1 unless connectionsh and l are protected

together and share linkij on theS circuit. Equation (46) will do the same thing for theR circuit. Note that both

Phl
ij andQhl

ij should be as large as possible since this will result in decreasing the cost of theS and R circuits,

as shown in Equations (47) and (48). In equation (47),πl
ij for connectionl will be equal to 1 only if it is not

protected on linkij with another lower indexed connection, and will be equal to 0otherwise. That is, it is the

lowest numbered connection among a group of jointly protected connections that will contribute to the cost of the

links shared by theS circuit. θl
ij which is evaluated by Equation (48) will also follow a similar rule, but for theR

circuit.

VII. PERFORMANCEEVALUATION

In this section, we study the performance of NPC. We first use the ILP formulation above to compute the cost

of NPC protection, and compare it to the cost of using 1+1 protection. Then, we carry out a simulation study using

the OPNET simulator to assess the time to recover from failures, and the buffer requirements at coding points.
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TABLE I

COST COMPARISON BETWEEN1+1 AND 1+N PROTECTION FOR NETWORKS WITH|V | = 6, |E| = 9; |V | = 8, |E| = 12; AND

|V | = 10, |E| = 20.

|V |, |E| N 1+1 NPC

Total Working Spare Total Working Spare

4 15 6 9 14 6 8

6, 9 5 17 6 11 12 6 6

4 19 9 10 16 8 8

8, 12 6 26 10 16 21 11 10

4 16 6 10 12 6 6

10,20 6 23 10 13 19 9 10

A. ILP Evaluation and Cost Comparison

In this subsection, we introduce results from the ILP formulation developed in the previous section in order to

evaluate the cost of provisioning circuits to provide self-healing in autonomic networks using the proposednetwork

protection codes. We also compare the cost of provisioning NPC to that of provisioning 1+1 protection. This

comparison is used to establish the efficiency of our proposed approach in terms of network resources. The ILP

was solved using the Cplex linear programming solver [9], and the cost of 1+1 protection is evaluated optimally

using Bhandari’s algorithm [4]. It is to be noted that in our approach, additional circuits are required to connect the

sources inS, and another set of additional circuits are used to interconnect the destinations inR, as shown earlier

in Figure 2.(b). These circuits are referred to as spare circuits in the results. However, for 1+1 protection, a spare

circuit used by a connection is that used by the connection totransmit a second copy of the data.

We ran the ILP for various network topologies. The network topologies are generated randomly. First, we consider

a bidirectional network with 6 nodes and 9 edges along with 4 and 5 connections. Second, we consider a network

with 8 nodes and 12 edges along with 4 and 6 connections. Finally, we consider a network with 10 nodes and 20

edges, while provisioning 4 and 6 connections.

The results shown in Table I indicate that the cost of provisioning self-healing using NPC is always lower than

that using 1+1 protection, and the saving in the protection resources can reach up to 30%. For example, consider a

network with 8 nodes, 12, and 6 connections. The total cost ofusing the 1+1 strategy is 26, while the total cost of

using NPC is 21. The total saving in resources in this case is close to 20%. However, the saving in the protection

resources only is more than 30%. The advantage of using NPC over 1+1 protection may even improve further with

the size of the network. For example, for the case of the network with 10 nodes, 20 edges, and 4 connections, the

total cost of 1+1 protection is 16, while the total cost of NPCis 12, which means a total saving of 25%. The saving

in the protection resources is also 40% in this case.
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B. Simulation Results

In order to assess the performance of the proposed network coding-based protection strategy against single link

failures, and its conformance to the industry standard maximum outage time of 50ms [20], we have conducted a

simulation study of this strategy using the OPNET Simulator[21]. We also simulated 1+1 protection, and compared

its performance to that of NPC.

We simulated the three unicast connections shown on the NSF network topology in Figure 2.(a), namely,

(S1=3,R1=9), (S2=4,R2=10) and (S3=1,R3=11). The bold links represent the working paths between each pair

of connection end nodes. The dashed links represent the links used by NPC to connect the sources together,

and also those used to connect the destinations together. For 1+1 protection, the above three connections use the

following three secondary paths, respectively:

• S1 → R1: (3-4-6-7-10-12-9),

• S2 → R2: (4-5-8-10), and

• S3 → R3: (1-3-9-12-11).

Note that the cost of the working circuits is 7 links, while 5 additional links are used to support NPC, for a total

of 12 links. In the case of 1+1 protection, 13 additional links are needed, for a total of 20 links.

In order to route connections on fixed routes, MultiprotocolLabel Switching (MPLS) was used in the commu-

nication between nodes. Each node in Figure 2.(a) corresponds to an MPLS Label Switched Router (LSR), and

source and destination workstations were connected to the ingress and egress LSRs, respectively. The delay on

the links connecting the workstations to the LSRs were set tozero. The delay on remaining links is calculated by

OPNET and is distance based. The Forwarding Equivalence Classes (FECs) used by MPLS are based on destination

addresses. The LSRs were manually configured to perform static traffic mapping to LSPs and static routing. Links

between workstations and LSRs are DS3 (44.7 Mbps) links, while those between LSRs are OC-48 (2.488 Gbps)

links.

The three source nodes,S1, S2 and S3, generate traffic according to three scenarios with parameters given in

Table II. All traffic generated is Constant Bit Rate (CBR). The first scenario corresponds to light traffic, while the

second scenario corresponds to VoIP traffic using the 64 Kb/sG.722 speech codec, with one packet every 20ms.

The third scenario is also a VoIP example, except that each connection corresponds to a trunk line carrying 10 calls,

which are transmitted independently, i.e., without aggregation using RTP. We are interested in the outage time, or

the recovery time, at receiver nodes,R1, R2 andR3, which is defined as the time between the instant of data loss

due to a failure, and the instant of recovery from this lost packet, either using the NPC technique proposed in this

paper, or using the backup path provided by the 1+1 strategy.We are also interested in the maximum buffer size

at coding points.

The results for the outage times at all receiver nodes in all three scenarios, under NPC and 1+1 strategies, are

shown in Table III. As expected, 1+1 protection provides a very low outage time, which is typically less than 6 ms

for all three scenarios. This is because 1+1 sends two copiesof the data at the same time. NPC, on the other hand,
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exhibits a higher recovery time, and can be up to 16 ms. However, this is still much less than the industry standard

recovery time of 50 ms. It can therefore be concluded that NPCcan still recover from failures very quickly. On

the other hand, NPC requires additional buffering since it needs to perform network coding, which may require

buffering some packets until other packets that are to be combined with them arrive at the nodes. In Table IV we

show the average and maximum buffer occupancies at sources’and receivers’ coding points. In general, the buffer

occupancy is small, except at the receivers’ coding points under Scenario 3, in which more packets are transmitted.

TABLE II

SIMULATION PARAMETERS

Values of parameters

Parameter Scenario 1 Scenario 2 Scenario 3

Inter-arrival time 0.5 sec 0.02 sec 0.002 sec

Packet size 500 bytes 200 bytes 200 bytes

TABLE III

OUTAGE T IMES

R1 R2 R3

Scenario 1
Coding 14.9 16 ms 5.6 ms

1+1 Protection 5.7 ms 5.1 ms 2.7 ms

Scenario 2
Coding 14.6 ms 15.6 ms 5.3 ms

1+1 Protection 5.6 ms 5.0 ms 2.6 ms

Scenario 3
Coding 14.6 ms 15.6 ms 5.3 ms

1+1 Protection 5.6 ms 5.0 ms 2.6 ms

TABLE IV

BUFFEROCCUPANCIES

Sources Coding Point Receivers Coding Point

Scenario 1
Average 0.5 1

Maximum 1 2

Scenario 2
Average 0.5 1

Maximum 1 2

Scenario 3
Average 1 6.3

Maximum 2 8

VIII. C ONCLUSIONS

We studied a model for recovering from network link failuresusing network coding, and without adding additional

protection circuits. We defined the concept ofnetwork protection codes to protect against a single link failure, and
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then extended this concept and the techniques to protect against t link failures using network coding and reduced

capacity. Suchprotection codes provide self-healing in autonomic networks with a reduced control and management

plane complexity. We showed that the encoding and decoding processes are simple and can be done in a dynamic

way. We also developed an ILP formulation to optimally provision communication sessions and the circuits needed

to implement NPC. This formulation was then used to assess the cost of implementing this strategy, and to compare

it to the cost of using 1+1 protection. It was shown that the use of NPC for self-healing has an advantage over

1+1 protection, in terms of the cost of connection and backupcircuit provisioning. Simulation results have also

revealed that although outage time under NPC is longer than that under 1+1 protection, it is still within the industry

standard maximum of 50 ms.

Due to the complexity of the ILP, it only allows us to provision connections in limited size networks. Therefore,

our future work will include developing heuristic provisioning approaches under the proposed strategy.
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