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Abstract

Agile recovery from link failures in autonomic communicaii networks is essential to increase robustness,
accessibility, and reliability of data transmission. Heee this must be done with the least amount of protection
resources, while using simple management plane functt@sal Recently, network coding has been proposed as a
solution to provide agile and cost efficient self-healingiagt link failures, in a manner that does not require data
rerouting, packet retransmission, or failure localizatibence leading to simple control and management planes. To
achieve this, separate paths have to be provisioned to eaogded packets, hence requiring either the addition of
extra links, or reserving some of the resources for this psep

In this paper we introduce self-healing strategies for momoic networks in order to protect against link failures.
The strategies are based on network coding and reducedigapatch is a technique that we caltwork protection
codes (NPC). In these strategies, an autonomic network is abledeige self-healing from various network failures
affecting network operation. Alsdyetwork protection codes are extended to provide self-healing from multiple link
failures in autonomic networks. Although this leads to @dg the network capacity, the network capacity reductsn i
asymptotically small in most cases of practical interest. pibvide implementation aspects of the proposed strategie
derive bounds and show how to constroetwork protection code. The paper also develops an Integer Linear Program
formulation to evaluate the cost of provisioning connatsiaising the proposed strategies, and uses results from this
formulation to show that it is more resource efficient thard protection. A simulation study to evaluate the recovery
times, and the buffering requirements due to network codnalso conducted using the OPNET simulator.
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|. INTRODUCTION

Today’s communication networks are becoming complex todbgree that the management of such networks
has become a major task of network operation. Thereforeysieeof network autonomy such that the management
functionality and its complexity is moved to within the netk has become the preferred approach, hence giving
rise to what is known as autonomic networks [15]. Autonometworks are self-managed, and they are efficient,
resilient, evolvable, through self-protection, self-anization, self-configuration, self-healing and selfimjitation
(see for example [6], [8], [16] and the references therdihgrefore an autonomic network promotes the autonomy of
network operation with minimum human involvement. Howeveis also important not to overload the management
plane of autonomic networks to the degree that the managefuectionality consumes significant amounts of
computing and communication resources. This paper adegdle self-healing functionality in autonomic networks.
Self-healing has been traditionally implemented usindutégues such 1+1 protection, 1:N protection, and dynamic
restoration [19]. 1+1 protection is a proactive, agile, andather expensive technique, in which each working
path is protected using another backup path on which a seoopyl of the signal is transmitted, hence providing
instantaneous recovery from working path failures. 1:N ifgs expensive protection technique, in which one
protection circuit is shared between multiple working cections. Connections which are jointly protected must
be routed on link disjoint paths. The failure of any workingnaection, once detected, will result in rerouting its
traffic on the backup circuit. Although this technique isslexpensive than 1+1, it is slower since it involves failure
detection and localization, and data rerouting. Dynamstomation does not reserve any protection resources, and if
a failure occurs, network resources must be discoveredtt@mused for rerouting traffic from failed connections.
This is the slowest of the three approaches. Most moderrhsaling schemes, such as MPLS Fast Rerouting [14],
use 1:N protection.

This paper introduces a technique to provide self-healira tesults in simplifying the management plane, as
well as the control plane. The technique uses reduced dasaand network coding.

Network coding is a powerful tool that has been used to irsgdahe throughput, capacity, and performance of
communication networks [1], [5]. It offers benefits in termisenergy efficiency, additional security, and reduced
delay. Network coding allows the intermediate nodes not dalforward packets, but also encode/decode them
using algebraic primitive operations. We illustrate thénpiples of network coding using the example shown in
Figure 1, in which two sources, A and B, would like to delivheir transmitted data units, a and b, respectively,
to both of two destination node%; and7;. A and B can deliver their data units 6 and 75, respectively, on
the outer links. However, since the data units a and b, whielt@be delivered t@% andTy, respectively, on the
inner links, will collide on the link from C to D, network cadg is employed. In this case the sum a+b is formed,
where the addition is over the binary field, and is delivereddoth7; andTs, as shown in the figurel} and Ty
can recover b and a by adding a+b to the data units, a and bhwainécreceived on the outer links, respectively.
Without network coding, the link C to D has to alternate betwearrying a and b, hence resulting in a lower

network throughput.
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Fig. 1. An example to illustrate network coding

One application of network coding that has been proposeghticis to jointly protect a number of link disjoint
connections against link failures [10], [11], [12]. Thisashieved by transmitting combinations of data units from
multiple (link disjoint) connections on a backup circuit @amanner that enables each receiver node to recover a
copy of the data transmitted on the working path. In case glesiworking path fails, the receiver can use this copy
for the purpose of data recovery. This recovery is achievigdout failure localization, and without data rerouting.

It is also achieved by sharing a common protection circultjclv takes the form of a p-Cycle [10], or a tree
[12], among a number of connections, hence achieving theeglion functionality in a cost efficient manner. This,
however, requires the provisioning of extra protectiortaits over which the combined data units are transmitted.
Such circuits may require the addition of links to the netevander the Separate Capacity Provisioning strategy
(SCP), or that paths be provisioned using existing linkh@ doint Capacity Provisioning strategy (JCP) is used,
hence reducing the network traffic carrying capacity.

Certain networks can allow extra transmissions and thetiaddof bandwidth, e.g., the addition of wavelength
channels on existing fibers, but they do not allow the addlitd new transmission lines, e.g., the addition of new
fibers. In this paper, we propose an approach in which we usgone coding to provide agile, and resource
efficient protection against link failures, and without adgextra paths. The approach is based on combining data
units from a number of sources, and then transmitting the@ed data units alternately on the different connections,
hence using a small fraction of the bandwidth allocated &éodbnnections in a fair manner. This disposes of the
requirement of having extra protection circuits. In thigisario, once a path fails, the receiver can recover the lost
packets easily from the neighbors by initiating simple dgger

The contributions in this paper can be stated as follows:

i) We introduce a self-healing strategy against single fakures using network coding and a reduced capacity
strategy, rather than using dedicated protection circliit® developed protection strategy is achieved over the
binary field, hence the encoding and decoding operationsl@ne using bit-wise XOR operation.

ii) Although single link failures are the most common typefaflures in networks, multiple link failures may
also occur, albeit with a smaller probability. We therefestend the above scheme to protect against multiple

link failures.



iii) We develop a theoretical foundation pfotection codes, in which the receivers are able to recover data sent

overt failed links out ofn primary links.

This paper is organized as follows. In Section Il we preseattetwork model and problem definition. Sections Ill
and IV discuss single and multiple link failures and how totpct these link failures using reduced capacity and
network coding. Section V presents code constructions anekample of anetwork protection code. In Section VI
we present an integer linear program to find the optimal miowing under the proposed scheme. Section VII
introduces some numerical results based on the ILP and aarsop between 1+1 protection and the proposed
scheme. In the same section, we also introduce a simuldtioly sf the performance of the proposed strategy, and
evaluate the time to recover from failures, as well as théebufccupancies due to the use of network coding. The
paper is concluded in Section VIII.

Notations: We fix the notation throughout the paper. ketk, m, andt be the number of total connections, working
paths, protection paths, and failures, respectively, eher= & + m andt < m. We define a working path as a
connection path that is carrying plain data, i.e., data thatot encoded. We also define a protection path as a
connection path that is carrying a linear combination ofdatits transmitted by other connections. We iisdo
denote a connection from a sendgrto a receiven-;, andc; to refer to the unit capacity of the connectidn if

it carries plain data (data without codindj; is a finite field with two element$0,1}. [n, k, dmin]2 refers to a
network protection code defined overF, that hasn connectionsk working paths,n — k£ = m protection paths,

and recovers from up t6 = d,,;,, — 1 failures, whered,,,;,, is the minimum distance of the code.

II. NETWORK MODEL

In this section we introduce the network model that will bedito provide protection for undirectional connections
against single link failures. Later, it will be extended tmfgct against multiple failures.

Let G = (V, E) be a connected undirected graph which represents the rdetapology, whereV is a set of
network nodes andv is a set of edges. Let there eunidirectional connections, and &t C V' be the set of
sources{si,...,s,} and R C V\S be the set of receiver nodds,, ...,r,} of the n connections, such that nodes
s; andr; are the source and receiver nodes of connecijarespectively. The case &f N R # ¢ can be easily
incorporated in our model. Also, the two cases of multicastand convergecasting, can be accommodated. We
assume that the sources are independent of each other,ngethely can only send messages and there is no
correlation between them. The connection betwgeandr; is provisioned inG as a pathZ;. If two connections
L; and L; are to be jointly protected against single link failuressriil; and L; must be link disjoint. Otherwise,
the two connections cannot be protected together.

We introduce the network modél” as a simplified abstraction @f, which can be described as follows:

i) Let N be a network with a set of sourcés= {si,ss,...,s,} and a set of receiver® = {ry,ro,...,7, 1},

whereSURC V.

i) Let L be a set of linksLy, Lo, ..., L, such that there is a lin; if and only if there is a connection path



between the sendes; and receiver;, i.e., L; corresponds to the path

{(s6,w13), (wrg, w2i), . .., (WY, i)} 1)

in the graphg, wherel < i < n and (w(;_1);,w;;) € E, for some integen\ > 1. Hence we haveS| =
|R| = |L| = n. If the n connections are to be jointly protected, then thennection paths must be pairwise
link disjoint. Otherwise, the set of connections must betipaned into K partitions, such that the pairwise
link disjointness condition is satisfied within each pastit and the connections in the partition are jointly
protected.

iii) All sources transmit equal and fixed size packets.

iv) The operation is in terms of repeating time frames, andaa€ is referred to as a cycle.

v) All cycles are identical, and each cycle consistsiabunds, where: is the number of sources. In each of the
cycles, each connection’s path will be used as a protecti&th pxactly once, and will be used as a working
path for(n — 1) rounds.

vi) When sources, uses its connection’s path as a working path, it will gereeeatiata unitz,, and will send a

packet with its own/D,, and data field containing, to the receiver,, such that
packets, = (IDs,, ¢, 9), (2)

whereJd is the round number of the source packetket,, in a particular cycle.

vii) All packets belonging to the same round are sent in theesaound. The senders will exchange the role of
sending plain and encoded data for fairness, as will betititesd below.

viii) All links carry uni-directional data from sources t@ceivers.

ix) Sources inS are connected together using a tree embedded in the @agphd so are receivers iR. The
reason for this is for sources to exchange data units for thipgse of forming a linear combination, and for
the receivers to exchange data units for the purpose of ezitmylost data.

We consider the network scenario where the cost of addingvapagh is higher than just combining messages and
transmitting them on an existing path, or there is not enaegburces to provision dedicated paths in the network.
We illustrate the above using the example in Figure 2. In fe6g2.(a) we show the provisioning of three

connections on the NSF Network (the network graph a connection between nodes = 3 andr; = 9, a

connection between nodaes = 4 andr, = 10, and a connection between nodgs= 1 andr; = 11. As shown

in the figure, the three connections are routed on link disjpaths (shown by bold lines). The sources are also

interconnected, as well as the receivers (shown by dashesl)liThe corresponding network abstraction grayh,

is shown in Figure 2.(b), where the paths are representeidles Also, the sources and the destinations are shown

to be in different realms, which refers to their intercontie.
It is to be noted that the sources and destinations thenssdlvaot encode packets, and do not recover packets
lost due to link failures by decoding received combinatidrise encoding and decoding is done at routers (IP routers

or MPLS label switched routers), including edge routers toclv the sources and destinations are connected. This



does not compromise the privacy of data since routers doaratafrd packets to end nodes other than the intended
recipient end nodes.

The following definition describes theorking and protection paths between two network switches (or routers)
as shown in Fig. (2).

Definition 1: Wbrking paths in a network withn connection paths carry traffic under normal operation. The
data on these paths are sent without encodngtection paths in our proposed scheme carry encoded data from
other sources transmitting on working paths. A protecticimesne ensures that data sent from the sources will reach
the receivers in case of the failure of any of the working path
We illustrate these definitions using the example in Figufe)2where the two paths between andr;, and so
andr, are used as working paths and carry unencoded datand x5, respectively. However, the path between
s3 andrs carries the sum of; andzs, hence it is used as a protection path.

We now define the unit capacity of a link L; as follows.

Definition 2: The unit capacity of a connecting paith betweens; andr; is defined by

. — 1, L; is used as avorking path; 3)
0, L; is used as grotection path.
The total capacity of\V' in any round is given by the sum of all working paths’ capasitidivided by the total
number of paths, i.e.,
1
Oy =~ ; ci. (4)

Our goal is to provide an agile and resource efficient sedflihg method forn connections without adding
extra protection paths. Unencoded data is sent wweking paths (pathss, 1) and (2, 2) in Figure 2.(b)), and
encoded data is sent overpeotection path (path {3, r3) in the figure). In case thes{, r1) path fails andz; is
lost, thenz; can be recovered from the data received on the other two paéties above results in reducing the
source rate of connection, r3). However, the protection paths which carry the linear corations of data units
alternate between different paths, hence achieving fesra@nong connections.

It is important to note that the encoding of the data is notessarily done at the source of the data, and the
decoding is not necessarily done at the receivers of the #ataexample, according to the encoding in Figure
2.(b), when the path between andr; fails, and node; receives no data units, the recoveryaaf is performed
at node 13 in Figure 2.(a). In this case, the data units redddy nodes (9), r» (10) andrs (11) are forwarded
to node 13 and then added to recower which is sent back to node . This implements recovery using network
coding since nodes other than the source and receiver néfdeted by the failure are involved in encoding and/or

decoding.

IIl. PROTECTINGNETWORKSAGAINST A SINGLE LINK FAILURE

In this section we study the problem of protecting a set ofnemtions against a single link failure, i.¢.= 1,

in the networkN" with a set of source$ and a set of receiverB. Our objective is to do this without adding extra
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Fig. 2. Network protection against a single path failurengsieduced capacity and network coding. One path out pfimary paths carries
encoded data: (a) the provisioning of the connections ométeork graphG, of the NSF network; and (b) the abstract network motel

protection circuits, or paths, albeit with some reductinrcapacity.
Assume that every sourcg has its own message. Also, assume that one sourge forms the encoded data

y; which is defined by

where the sum is over the finite fiels, = {0, 1}. In this case, the symbab is thebit-wise XOR operation. This
means that the source which forms will perform (n — 2) addition operations over the binary fielH;.
When sources;, for i # j, uses its connection’s path as a working path, it sends aepagkhe receiver; (on

path L;), which is given by

packets, = (IDs,, z;,0). (6)

On the other hand, when soursg uses its connection’s path as a protection path, it sendgkepthat carries



the encoded datg; to the receiver; over the pathL; (protection path), which is given by
packets; = (IDs,,y;,0). (7)

Now we consider the case where there is a single failure dnllip Therefore, we have two cases:

i) If k=7, the link L; has a failure. Since all other working links are failure fréeeir z; data units are delivered
to their respective receivers;. The receiverr; does not need to recover its lost data upit,as given by
equation (5), since this data unit is only used for protectiorking paths, which did not fail. Hence, recovery
of y; is not needed.

i) If k= 7, then receiver; needs to recover data unij,, and this is done by adding the data units received by

the other(n — 1) nodes over the binary field:

n

yj + Z Ty = Tg

i=1,i#k,i#]

The above equation holds singe is given by Equation (5). This addition can be done at one efrthuters
on the tree network connecting the receivers, e.g., nod@ Egure 2.(a), or can be distributed over multiple
routers if the tree network has more than one merging point.

The following example illustrates the plain and encodeddeinsmitted from five senders to five receivers.

Example3: Let S and R be two sets of senders and receivers, respectively, in theorle model A/. The
following scheme explains the plain and encoded data semméncycle consisting of five consecutive rounds from

the five senders to the five receivers.

cycle 1 2|3
rounds | 1 2 3 4 5

S T S R T T S
So—ry | @y yp @3 a3 wd| ..., 8
83 — T3 |xX3 T3 Y3 T3 I3

S4 — T4 | Ty XY T Ya Ty

S5 — T's | Tj T Ty Ty Ya

The encoded datg;, for 1 < j <5, is sent as
Jj—1 5
y=) @+ ) T ()
i=1 i=j+1
Notice that in each of the rounds in the cycle, exactly onenegation’s path will be used as a protection path,
while it will be used as working path for the remainifig — 1) rounds in the cycle. The connection path that will

be used as a protection path will alternate between commmessthence ensuring fairness between connections.

A. Network Protection Codes (NPC) for a Single Link Failure

We can define the set of sources that will send encoded pabketsing a generator matrix. We define the

network protection code C C F4 by the generator matrix



G=| . . (10)

(n—1)xn

The above matrix is used to determine the data units to be mantthen paths. The matrix applies to one
round in a cycle in which patlh,, should carry the vectay,,, while all other paths/;, for 1 <i < n, carryz;. In

this case, multiplying the message row vector o ... z,_1) by G, will yield the row vector that defines the
channels’ contentsviz., (z; 22 ...2,_1 y,). For a certain round in which channgl; should carryy;, columns
j andn are exchanged, and the message vector shouldbes ...z 12,11 ...2,—1). However, for simplicity,

we define the matrixG' as the generic generator matrix of the NPC while keeping in mind its adaptability to

different rounds. The weight of a row i@ is the number of nonzero elements, and the minimum weigh® of

(dinin) is the minimum weight over all rows i, i.e.,

dmin = min_{|gi; # 0,1 <j <nl} (11)

1<i<n—1
Hence, based on the construction@®fabove,d,,;, = 2.
We can now define theetwork protection code that will protect a single path failure as follows:
Definition 4: An [n,n—1, 2] network protection code C is an — 1-dimensional subspace of the spdtgdefined
by the generator systematic matiix and is able to recover from a single network failure of an taay pathL;.
This means that ajn, n — 1, 2] code overF is a code that encodés — 1) symbols inton symbols and detects

(recovers from) a single link failure.

We will assume that the codé defined by the generator matrix is known for every source; and every
receiverr;. This means that every receiver will be able to recover tha daif the link L; fails, provided that’;
is a working path in the sense defined above. Hence, the rowWseajenerator matrixs are the basis for the code

C.

Recovery from a single path failure is guaranteed by enapthe data from sourceS\{s;}, and transmitting
the encoded data on patly. The total number of addition operations needed to recawen fa single link failure

in a network " with n sources ign — 2) and the total number of transmissionsris

This recovery comes at the cost of a reduction in capacitychvls quantified by the following lemma.
Lemmab: In the network model\, within each cycle, the average network capacity of pratgcagainst a

single link failure using reduced capacity and network ogds given by(n — 1)/n.

1Although z; is a data unit inF'7, the multiplication of an element of the row vector by any loé telements of the maitri’, will result in

x; if the element is 1, and O if the element is 0.
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Proof: i) We know that every source; that sends the data; over a working pathl.; has capacity; = 1.
ii) Also, the sources; sends the encoded daja at different slots, hence not contributing to the workingasity.
iif) The sources; is not fixed among all nodeS, but is rotated periodically over all sources for fairneSs. average
one source of the nodes will reduce its capacity, and using equation (4), eqgacity of V' is (n — 1)/n. [ ]

It is to be noted that in reality it may not be feasible to jbirgrotect all connections in the network. This may be
due to the infeasibility of finding link disjoint paths forlaonnections, or due to the inefficiency of doing so when
the connections’ end nodes are not physically adjacentieftwe, an optimal provisioning of the connections may
require partitioning the set of connections that need torgepted into several partitions, with connections in each
partition protected jointly. In this paper, when we referjoint protection, we refer to protection of connections
in one such partition. In Section VI we introduce an Intega@mnelar Programming formulation which finds the

partitions of connections, and finds their optimal proviéig in the network.

IV. PROTECTINGNETWORKSAGAINST MULTIPLE LINK FAILURES

In the previous section we introduced a strategy for se#flihg from single link failures for autonomic networks.
However, it was shown in [13] through an experimental stutht BbouBB0% of the failures of the Sprint backbone
network are multiple link failures. Also, if multiple conoions, e.g.¢, share a common link, then the failure of
this link can result in the failure of all such connectionist can be represented logically, and in the network
model N, by the failure oft links ont paths. Hence, one needs to design a general strategy agiltigle link
failures for the purpose of self-healing.

In this section we will generalize the above strategy to gebhagainst path failures usingietwork protection
codes (NPC) and the reduced capacity approach. Before we fornmalgduce the self-healing strategy, we provide
an overview of the basic idea behind it. Giverconnections withn link disjoint paths, we would like to provide
self-healing against a maximum offailures, and still have the connections proceed, albeit stduced rate. We
therefore propose that in each round we send m data units onn — m paths, and on the remaining paths
we send linear combinations of these data units. Howevegetinear combinations must be chosen in a way
such that out of any, — ¢ transmissions of all the transmissions, there are at least- m data units which are
linearly independent. Therefore, if there dréilures, the worst case scenario is that they will causefdiere of
t paths carrying plain data. In order to recover those dattsuwe need to make sure that the remainingm —t
data units and then linear combinations received at the receiver side contaieastn — m linearly independent
combinations, which may be used to solve for the lost datssukience, we need to design the encoding scheme
to satisfy this requirement.

In order to introduce our strategy for protecting againstltipie link failures, we introduce the following
assumptions:

i) We assume that anyarbitrary paths may fail and they may or may not be correlated

ii) Locations of the failures are known, but they are arlsitramongn connections.

ii) In order to protectn working paths without adding extra protection circuitsconnections must carry plain
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data, andn = n — k connections must carry encoded data.
iv) We assume that the encoding and decoding operationsesfermed overFs.
Assume that the notations in the previous sections holduketssume a network mod#&l with up to d,,,;,, — 1
path failures. One can defingueotection code C which protects: links as shown in the systematic generator matrix
G defined as:

10 ... 0 P11 P12 .- Plm
01 ... 0 P21 P22 .- D2m
G= 00 ... 1 Pkl Pk2 -+ DPkm | (12)
identity matrix [y Submatrixpy .,
L N—— — -

wherep;; € Fo. The definition ofd,,;, given in equation (11) also applies here.

In general G defines the source nodes that will send encoded messageswand sodes that will send only plain
messages without encoding. In order to proteatorking paths against a maximum d@f,;, — 1 link failures, k
connection paths must carry plain data, hence each of ta#irgapacities will be 1, anab connections whose paths
are used as protection paths and must carry encoded datsheingath capacities will be 0. The construction of
matrix G shown in equation (12) assumes that sources 1 thréugiti send plain messages, while the(= n — k)
sourcesk + 1 throughn will send encoded messages. Therefore, if another set burces are to send the encoded
messages, then their corresponding columns are exchangedalumnsk + 1 throughn.

The matrixG can be rewritten as
G:[Ik | P], (13)
whereP is the sub-matrix that defines the redundant o‘@,}té:lpij to be sent to a set of sources for the purpose
of self-healing from multiple link failures. The constriart of P will be explained in Section V.
A. Encoding and Recovery Operations

We shall illustrate how the encoding and recovery operatae achieved at the sources and receivers, respectively.
Encoding Process. The network encoding process at the set of senders are pafoin a similar manner as in
Section Ill. Every source; has a copy of the systematic matidix and it will prepare a packet that contains the
node’s ID, a data unit and the round number. The data unitbelidifferent for two different cases. First, if the
sources;, which does not belong to the s&t, of sources sending encoded messages, then it will sendterdwn

datax; with a full link capacity, then

packets, = (IDs,,x;,0), fors; ¢S (14)

Second, ifs; € S, then
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k
packets; = (ID,,, Z pejxe,0), fors; €S (15)
0=1,5,¢S

wherep,; € Fs.
The transmissions are sent in rounds. Therefore, the semdirmlternate the role of sending plain and encoded
data for fairness.
Recovery Process. The recovery process is done as follows. Assume theré ga¢h failures, where < d,,,;,, — 1.
Then we have three cases:
1) All ¢ link failures have occurred in links that carry encoded [gdski.e. packet, = (1D, Zle_’sﬁg DI Te,0),
for s; € S. In this case no recovery operations are needed.
2) All ¢ link failures have occurred in links that do not carry enabgmckets, i.e.packets, = (IDs,, ;,0).
In this case, all correctly received data units are forwdrtte one node in the tree network connecting the
receivers, and are added at this node, or at merging nodelseoway to this node. Them, — ¢ packets are
solved by such node in order to recover the lbgiackets.
3) All ¢ link failures have occurred in arbitrary links. This caseai€ombination of the previous two cases and

the recovery process is done in a similar way. Only the loth @@ the working paths need to be recovered.

The proposed network protection scheme using distributgghcity and coding is able to recover up o<
dmin — 1 link failures amongn paths and it has the following advantages:

i) kK =n —m links have full capacity and their sender nodes have the deamemission rate.

i) The m links that carry encoded data are dynamic (distributed) regradl » links.
iii) The encoding process is simple once every sengdmows the NPC.

iv) The recovery from link failures is done in a dynamic ancthgle way. Only one node needs to perform the

decoding process and it passes the data to all receiversled faonnections.

B. Capacity Analysis
The following lemma demonstrates the average normalizeaaty of the proposed network mod&l where

m failures occur.
Lemma6: LetC be anetwork protection code with parametersn, n — m, d,,,:»]2 as defined above. andm are
the total number of connections, and the number of connesiarrying encoded packets, respectively. Therefore,

the average normalized capacity of the netwafkis given by
(n—m)/n. (16)

Proof: The result is a direct consequence by applying the nornthleapacity definition when there are

protection paths out of paths. |

2|f addition is done at merging nodes, it should be done in a teaynplement the solution of the received packets in orderetmver lost

packets.
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Based on the above, one can use the Hamming codes with paraf@ét— 1,2" — r — 1, 3], to recover from
two failures. For examplel15,11, 3]s which has15 connections, among them there areworking paths and!
protection paths, can be used to protect against two lidkrés sinced,,;, = 3. One can also puncture or extend
these codes to reach the required length, i.e., number afemtion, see [7] for deriving new codes from known

codes by puncturing, extending, shortening those codes.

V. CoDE CONSTRUCTION

Assume we have established connections in the network matlelThe goal is to design a gogmiotection code
that protects againgtfailures. What we mean by a gogudotection code is that for a given number of connections
n and failurest, it has a large number of working paths. Hence the proteatimae has a high performance in
terms of the normalized capacity.

One way to achieve our goal is to design codes with arbitrainimum distances. The reader can consult any
introductory coding theory book, for example [7]. In thisseaone may use a BCH code with designed distahce
and lengthn to achieve this goal.

We shall quickly review the essential construction of namitive narrow-sense BCH codes that can be used to
generate good protection codes. kdie a prime power, and, 1 andd be positive integers such thatd(q,n) = 1,
and2 < d < n. Furthermorey is the multiplicative order off modulon. Let « be a primitive element i .. A

nonprimitive narrow-sense BCH codeof designed distancé and lengthyl#/2) < n < ¢* —1 overF, is a cyclic

code with a generator monic polynomiglz) that hasa, a?,...,a%"! as zeros,
d—1 )
g(z) = ] (@~ a). (17)
i=1
Thus,c is a codeword irC if and only if ¢(a) = c(a?) = ... = ¢(a?"1) = 0. The parity check matrix of this code

can be defined as

1 o a? a1
1 a? ot . Q2(n—1)

Hyen = | ] ] _ ) . (18)
1 i1 a2(d71) L. O[(dfl)(nfl)

If the minimum distance of this code i$,,;, > d, then the code can recover up d9,;, — 1 failures. In this

case the number of connections that will carry plain dataiiergby [3]:

k<n—pld-1)01-1/g9)]. (19)

For small designed distandewe can exactly compute the minimum distance of the BCH cadlg cansequently
determine the dimension of the protection code. This hefpgwompute the number of failures that thetwork
protection code can recover. In practical cases, the number of faildres small in comparison to the number of
connections: that makes it easy to exactly compute the parameters ofigtvgork protection codes. Theorem 10

in [3] makes it straightforward to derive the exact parametd NPC based on BCH codes.
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We now present an example oétwork protection codes with a given generator matrix and exact parameters.

The proposed code is not necessarily optimal, i.e. it do¢saturate the Singleton bound given by

This bound shows that the number of protection paths must bEastd,,;, — 1, i.e.,m > d,,;, — 1. The equality
of this inequality occurs in case of a single path failure.

Tables of best known Hamming, Linear and BCH codes, and théansions are available in coding textbooks,
e.g., [17]. We only consider one example here.

Example7: Consider a BCH cod€' with parameterg15, 11, 3], that has designed distan8eand generator

matrix G' given by:

(21)

O O O O O O o o o
O O O O o o o o +» o
O O O O o o o +» O o
o O O O o O = o o o
o O O =B O O O o o o
oSO O B O O O O o o o
o = O O O o o o o o
e e e e == R = e T S S s}

o O o o o o = o o o o
o O O O o = O o o o o
o B O O O O o o o o o
- o O O O O o o o o o
_ = = O = O = = OO O =
(s B s N T R R
e T N e B e B e B )

o
o
o
o
o
o
o
o

The codeC over F5 can be used to recover from two link failures since its mimimdistance is3. One can
puncture, shorten, or extend this code to obtain the requitele length, which determines the total number of
disjoint connections. In this example we hal/® connections, and1 primary working paths. Furthermore, the
links L1o, L13, L14, L15 Will carry encoded data. The matri¥ presents the construction of NPC, and the senders

that will send encoded and plain data.

VI. ILP FORMULATION

The problem of finding link disjoint paths between pairs ofles in a graph is known to be an NP-complete
problem [18]. Hence, even finding the working paths in thisbhbem is hard. We therefore introduce an Integer
Linear Program (ILP) for solving the reduced capacity netnaoding-based protection problem introduced in this
paper. This ILP is not introduced as a tool for connectiorvgioning in general networks, since it takes a long time
to run. But, it is rather introduced to assess the efficierfcthe proposed approach by comparing its performance
to other approaches in sample networks. In a future studyplae to develop fast and accurate algorithms for

connection provisioning, which may be used in practicalaibns and large networks.
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The purpose of the ILP is to find a feasible provisioning foougrs of connections, such that:

The paths used by a group of connections protected togeteanatually link disjoint.

There is a circuitS, which connects the sources of all connections protectgetier, and this circuit is link
disjoint from the working paths. Th® circuit is used to exchange source data units in order to therlinear

combination of data units to be sent on the path used for thgigse.

There is a circuitR, which connects the receivers of all connections protettigdther, and this circuit is link
disjoint from the working paths. ThR circuit is used by the receivers to recover from lost datdsudue to

a failure.

The total number of links used by the working paths, &eircuit and theR circuit is minimal.

We assume that the number of channels per span is not uppedédui.e., the network is uncapacitated.

The following table defines the input parameters to the ILP:

N
sh
h

5hl
hl

number of connections
source of connectioh
destination of connectioh

a binary indicator which is equal to 1 if connectiohsand! have the same destination

a binary indicator which is equal to 1 if connectiohsand! have the same source

The variables used in the formulation are given below:
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n" | binary variable which is 1 if and only if connectiosand! are protected together

zZ binary variable which is 1 if and only if connectionuses link ¢, j) on the working path

pﬁj binary variable which is 1 if and only if connectignuses link ¢, j) on its S circuit

qu binary variable which is 1 if and only if connectionuses link ¢, j) on itsR circuit

bf,j binary variable which is 1 if connectioh uses link {, j) on its backup path

PJ?” binary variable, which is 1 if and only if th& circuits for connectiong and/ share a nodej (required if
nM =1).

;” binary variable, which is 1 if and only if thR circuits for connection& and! share a nodej (required if
n" =1 and s = 0).

P" | binary variable, which is 1 if and only if connectidnis protected with another connection that has a solirce
different than that of: (this variable is important since if is not protected with another such connectipn,
there is no need for th8 circuit).

Q" | binary variable, which is 1 if and only if connection is protected with another connection that has a
destination different than that df (this variable is also important since /if is not protected with another
such connection, there is no need for Recircuit).

P{}l binary variable which is 1 if and only if connectiohsandi are protected together, and share linkjf on
the S circuit.

ijl binary variable which is 1 if and only if connectiofsand! are protected together, and share linkj} on
the R circuit.

ngj binary variable which is equal to 1 if connectianis the lowest numbered connection, among a number of
jointly protected connections, to use liik j) on its S circuit (used in computing the cost of ti&circuit).

Gﬁj binary variable which is equal to 1 if connectianis the lowest numbered connection, among a number of
jointly protected connections, to use liik j) on its R circuit (used in computing the cost of tifiecircuit).

ﬁgfj binary variable which is equal to 1 if the secondary protatipath for connection uses link(i, j).

Minimize:

> (2l + B+ 0.57); +0.507)
i,j,h

In the above, the cost of connection provisioning with pctig under the proposed scheme is minimized. The

summation in the above equation reflects this cost, and litdies the the number of links used by the connections

working paths éfj). It also includes the number of links used to interconnkeetdources irs (ij), and the number

of links used to interconnect the receiversRn(e?j). The reason for the 0.5 multiplier in front Offfj is to avoid

double counting of links, since bobl’[“; andw;-g have the same value. The same applie@?;(oln case a connection

is not protected jointly with another connection, then $el&ling is provided using 1+1 protection, and without
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using network coding. In this case, the cost of the links is firotection circuit is given by the variabl@fj. The
calculation of these cost factors will be explained using ¢bnstraints below.
Subject to:

The following constraints are enforced in the working andtection paths.

I- Constraints on working paths:

szsh =0 Vh, i+#sn (22)
2 ;=0 Vh, j#mr, (23)
=1 Vh (24)

i#Sh
2. =1 Vh (25)

i#ry
Soal =2k Vh, G sn (26)
bl el 2l At <2 Wbl 27)

Equations (22), (24), (23) and (25) ensure that the traffithenworking path is generated and consumed by the
source and destination nodes, respectively. Equationg@éjantees flow continuity on the working path. Equation
(27) ensures that the working paths of two connections waietprotected together are link disjoint. Since a working
path cannot use two links in opposite directions on the sgpam gor edge in the graph), then two connections
which are protected together cannot use the same span kittiex same, or opposite directions. Such a condition

is included in Equation (27).

I1- Constraints on secondary protection circuits:

h .
bis, =0 Vh, i# sy (28)
by, ;=0 Vh, j#m (29)
dool =1 vh (30)
i#Sh
> b, =1 Vh (31)
1#Th
DoV =D b Yh, i # s, (32)
Lo =y nt Vh 1 (33)
l
h h .

The above constraints evaluate the cost of the secondatggtion paths used for 1+1 protection. There are two
sets of variables in the calculation of this cost. The first dmtheb?j variables, which are evaluated in Equations

(28)-(32) using exactly the same way tlaf@ variables are evaluated. However, the cost that goes ietoljective
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function depends on whether connectipris protected with another connection using network codingai. The
variables which evaluate this cost are t[ﬁ\fg variables, and are evaluated in Equation (33), which matkegual
to bfj only if the connection is not protected with another conimectFinally, Equation (34) makes sure that the

working and the used secondary paths are link disjoint.

I11- Constraints on S circuits:

Ph > nht — 4t yp ] (35)
> ok =P" Vh i#s, (36)
ZZ: pl, =P" Vh, i#s), (37)
D_p =D pi Vh (38)
Zh + M <1 Vh,ij (39)
zg+@+n“§2 Yh,i,j (40)
>l + 1) = 2P Wh,1j (41)
i@;z +pj;) = 2P VAL j (42)
i PM > ptt— M yh,l (43)
J

Equation (35) ensures that the source of connectiomill be connected to & circuit only if it is jointly
protected with another connectioh,However, there is one exception to this case, which is tlse aa which the
two connectionsh and! have the same source. In this case, $heircuit is not needed, and this is why' is
subtracted from the right hand side of the equation. Notia if / is protected together with another connection
that has a different source, then Equation (35) will therunegthat aS circuit be used. Equations (36) and (37)
will ensure that traffic leaves and entersusing theS circuit, only if it is jointly protected with another conniéen
that has a different source, i.e., whétf = 1. Equation (38) guarantees connectibs flow continuity on the
S circuit. Equation (39) makes sure that the working path asdicircuit are link disjoint, while Equation (40)
makes sure that if two connectiohsand! are jointly protected, then th® circuit of  must also be disjoint from
the working path of connectioh. Notice that both of Equations (39) and (40) allov @ircuit to use two links in
opposite directions on the same span, and this is why the $uhe @orresponding link usage variables is divided
by 2 in both equations. Equations (41), (42) and (43) make suak ifitwo connectionsh and i, are protected
together ¢! = 1), then theirS circuits must have at least one joint node/{ = 1 for some;). However, similar
to Equation (35), & circuit is not needed if the two connections have the samecsphence the subtraction of

~" from the right hand side of Equation (43).
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Notice that in the ILP formulation, the constraints implethéhe S circuit as a set of paths, such that there is
a path from each source back to itself. However, the requerdgrof at least one joint node between every pair of

such paths as enforced by constraint (43) will make suretti@a$ circuit takes the form of a tree.

V- Constraints on R circuits: These constraints are similar to those in equations (35);(@xcept that the
variablesP”, "', p. and P/ are replaced by)", 6", ¢, andQ"!, respectively. We therefore do not repeat these
constraints again.

V- Constraints on joint protection:

My ntm —1 <™ Vhim (44)

Equation (44) makes sure that if connectidnand! are protected together, and connectiérendm are also
protected together, then connectigdnandm are protected together.

VI- Constraints for cost evaluation:
ply vl +

P < ; Vi, j, h,l (45)
h l hl

o < BT i i, (46)
-1

>y = > P Vi (47)
h=1
-1

0L > ql; = > QM vl i,j (48)
h=1

Equations (45), (46), (47) and (48) are used to evaluate dse af theS andR circuits, which are used in the
objective function. Equation (45) will make sure trﬁgl cannot be 1 unless connectiohsand ! are protected
together and share linkj on theS circuit. Equation (46) will do the same thing for ti circuit. Note that both
P/ and Q! should be as large as possible since this will result in desing the cost of th& andR circuits,
as shown in Equations (47) and (48). In equation (ﬂ),for connection! will be equal to 1 only if it is not
protected on linkij with another lower indexed connection, and will be equal totBerwise. That is, it is the
lowest numbered connection among a group of jointly pre@atonnections that will contribute to the cost of the
links shared by thé circuit. 9§j which is evaluated by Equation (48) will also follow a similale, but for theR

circuit.

VIl. PERFORMANCEEVALUATION

In this section, we study the performance of NPC. We first higelltP formulation above to compute the cost
of NPC protection, and compare it to the cost of using 1+1gmtdn. Then, we carry out a simulation study using

the OPNET simulator to assess the time to recover from fadgluand the buffer requirements at coding points.
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TABLE |
COST COMPARISON BETWEENL+1AND 1+N PROTECTION FOR NETWORKS WITHV| = 6, |E| = 9; |V| =8, |E| = 12; AND
V| = 10, |E| = 20.

VI,|E| | N 1+1 NPC
Total Working Spare| Total Working Spare

4 15 6 9 14 6 8
6,9 5 17 6 11 12 6 6
4 19 9 10 16 8 8
8, 12 6 26 10 16 21 11 10
4 16 6 10 12 6 6
10,20 6 23 10 13 19 9 10

A. ILP Evaluation and Cost Comparison

In this subsection, we introduce results from the ILP foratioin developed in the previous section in order to
evaluate the cost of provisioning circuits to provide dedfling in autonomic networks using the proposetivork
protection codes. We also compare the cost of provisioning NPC to that of mioviing 1+1 protection. This
comparison is used to establish the efficiency of our prop@g®groach in terms of network resources. The ILP
was solved using the Cplex linear programming solver [9 #re cost of 1+1 protection is evaluated optimally
using Bhandari’s algorithm [4]. It is to be noted that in oppeoach, additional circuits are required to connect the
sources inS, and another set of additional circuits are used to interechthe destinations iR, as shown earlier
in Figure 2.(b). These circuits are referred to as sparalitgdn the results. However, for 1+1 protection, a spare
circuit used by a connection is that used by the connectidrattsmit a second copy of the data.

We ran the ILP for various network topologies. The networdiogies are generated randomly. First, we consider
a bidirectional network with 6 nodes and 9 edges along witmd & connections. Second, we consider a network
with 8 nodes and 12 edges along with 4 and 6 connections.lfsima& consider a network with 10 nodes and 20
edges, while provisioning 4 and 6 connections.

The results shown in Table | indicate that the cost of provisig self-healing using NPC is always lower than
that using 1+1 protection, and the saving in the protectesources can reach up to 30%. For example, consider a
network with 8 nodes, 12, and 6 connections. The total cosisofg the 1+1 strategy is 26, while the total cost of
using NPC is 21. The total saving in resources in this caséosedo 20%. However, the saving in the protection
resources only is more than 30%. The advantage of using NRECIxi protection may even improve further with
the size of the network. For example, for the case of the nétwiith 10 nodes, 20 edges, and 4 connections, the
total cost of 1+1 protection is 16, while the total cost of NBQ.2, which means a total saving of 25%. The saving

in the protection resources is also 40% in this case.
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B. Simulation Results

In order to assess the performance of the proposed netwalikgdased protection strategy against single link
failures, and its conformance to the industry standard mari outage time of 50ms [20], we have conducted a
simulation study of this strategy using the OPNET Simul§24dj. We also simulated 1+1 protection, and compared
its performance to that of NPC.

We simulated the three unicast connections shown on the N&SWwork topology in Figure 2.(a), namely,
(51=3,R1=9), (S2=4,R>=10) and (5=1,R3=11). The bold links represent the working paths betweerh gmair
of connection end nodes. The dashed links represent the liskd by NPC to connect the sources together,
and also those used to connect the destinations togethef +loprotection, the above three connections use the
following three secondary paths, respectively:

e S1 — Ry: (3-4-6-7-10-12-9),

e Sy — Ry (4-5-8-10), and

o S5 — Rs: (1-3-9-12-11).

Note that the cost of the working circuits is 7 links, while &d&ional links are used to support NPC, for a total
of 12 links. In the case of 1+1 protection, 13 additional §rdkee needed, for a total of 20 links.

In order to route connections on fixed routes, Multiprotocabel Switching (MPLS) was used in the commu-
nication between nodes. Each node in Figure 2.(a) corr@sptman MPLS Label Switched Router (LSR), and
source and destination workstations were connected tontpess and egress LSRs, respectively. The delay on
the links connecting the workstations to the LSRs were seeto. The delay on remaining links is calculated by
OPNET and is distance based. The Forwarding Equivalenss€3aFECSs) used by MPLS are based on destination
addresses. The LSRs were manually configured to perforiic $tatfic mapping to LSPs and static routing. Links
between workstations and LSRs are DS3 (44.7 Mbps) linkslewthbse between LSRs are OC-48 (2.488 Gbps)
links.

The three source nodes;, S; and .Ss, generate traffic according to three scenarios with pararsagiven in
Table II. All traffic generated is Constant Bit Rate (CBR).eTlirst scenario corresponds to light traffic, while the
second scenario corresponds to VoIP traffic using the 64 Kh722 speech codec, with one packet every 20ms.
The third scenario is also a VolP example, except that eachemiion corresponds to a trunk line carrying 10 calls,
which are transmitted independently, i.e., without aggtiem using RTP. We are interested in the outage time, or
the recovery time, at receiver nodd®,, R, and R3, which is defined as the time between the instant of data loss
due to a failure, and the instant of recovery from this lostked, either using the NPC technique proposed in this
paper, or using the backup path provided by the 1+1 strat®gyare also interested in the maximum buffer size
at coding points.

The results for the outage times at all receiver nodes inhadle scenarios, under NPC and 1+1 strategies, are
shown in Table Ill. As expected, 1+1 protection provides gyVew outage time, which is typically less than 6 ms

for all three scenarios. This is because 1+1 sends two copit®e data at the same time. NPC, on the other hand,
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exhibits a higher recovery time, and can be up to 16 ms. Homv#vs is still much less than the industry standard
recovery time of 50 ms. It can therefore be concluded that NBE still recover from failures very quickly. On

the other hand, NPC requires additional buffering sinceeigéds to perform network coding, which may require
buffering some packets until other packets that are to bebawed with them arrive at the nodes. In Table IV we
show the average and maximum buffer occupancies at sowanésteceivers’ coding points. In general, the buffer

occupancy is small, except at the receivers’ coding pointeu Scenario 3, in which more packets are transmitted.

TABLE Il
SIMULATION PARAMETERS

Values of parameters

Parameter Scenario 1| Scenario 2| Scenario 3

Inter-arrival time 0.5 sec 0.02 sec 0.002 sec

Packet size 500 bytes | 200 bytes | 200 bytes

TABLE Il
OUTAGE TIMES

Ry Ro R3
) Coding 14.9 16 ms | 5.6 ms
Scenario 1 -
1+1 Protection| 5.7 ms 51ms | 2.7 ms
) Coding 146 ms| 156 ms| 5.3 ms
Scenario 2 -
1+1 Protection| 5.6 ms | 5.0ms | 2.6 ms
) Coding 146 ms| 156 ms| 5.3 ms
Scenario 3 -
1+1 Protection| 5.6 ms | 5.0ms | 2.6 ms
TABLE IV
BUFFEROCCUPANCIES
Sources Coding Point Receivers Coding Poin
. Average 0.5 1
Scenario 1
Maximum 1 2
. Average 0.5 1
Scenario 2
Maximum 1 2
. Average 1 6.3
Scenario 3
Maximum 2 8

VIII. CONCLUSIONS

We studied a model for recovering from network link failutesng network coding, and without adding additional

protection circuits. We defined the conceptrnefwork protection codes to protect against a single link failure, and
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then extended this concept and the techniques to protestisagdink failures using network coding and reduced
capacity. Suclprotection codes provide self-healing in autonomic networks with a reducedtml and management
plane complexity. We showed that the encoding and decodiogepses are simple and can be done in a dynamic
way. We also developed an ILP formulation to optimally psi@h communication sessions and the circuits needed
to implement NPC. This formulation was then used to assessdht of implementing this strategy, and to compare
it to the cost of using 1+1 protection. It was shown that the a6 NPC for self-healing has an advantage over
1+1 protection, in terms of the cost of connection and baakiuguit provisioning. Simulation results have also
revealed that although outage time under NPC is longer thanunder 1+1 protection, it is still within the industry
standard maximum of 50 ms.

Due to the complexity of the ILP, it only allows us to provisioonnections in limited size networks. Therefore,

our future work will include developing heuristic provisimg approaches under the proposed strategy.
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