A Unified View

Efficient Least Squares Adaptive Algorithms For FIR Transversal Filtering

Identifying an unknown system has been a central issue in various application areas such as control, channel equalization, echo cancellation in communication networks and teleconferencing, geophysical signal processing, and many others. Identification is the procedure of specifying the unknown model in terms of the available experimental evidence, that is, a set of measurements of a) the input-output desired response signals, and b) an appropriately chosen error cost function that is optimized with respect to the unknown model parameters. Adaptive identification refers to a particular procedure where we learn more about the model as each new pair of measurements is received, and we update our knowledge to incorporate the newly received information.
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In this review article we focus on a particular type of system—the linear Finite Impulse Response (FIR) system. In other words, the class of models in which the search for the optimum filter is conducted assumes that each output value is determined by a weighted combination of a fixed, finite number, \( M \), of past values of the input signal.

The performance of an algorithm can be measured by a number of factors such as:

- The accuracy of the obtained solution with respect to the theoretically expected set up
- Its convergence speed
- Its tracking ability with respect to time-varying statistics
- Its computational complexity
- Its robustness to round off error accumulation
Parallelism and pipelining in the computational flow can also be performance-related issues when multiprocessor machines are utilized.

Over the last three decades, a wealth of algorithms have been designed, around the squared error cost function, with a goal to achieve the “best” tradeoff (from a practical point of view) among the above performance factors. The least mean squares (LMS) and recursive least squares (RLS) [10], [11] schemes are the most celebrated examples from this list of “algorithmic happening.”

The goal of this review article is to present in a unified and systematic way the most well-known and widely used least-squares (LS) transversal adaptive algorithms. Algorithms such as the LMS, transform-domain LMS, RLS, quasi-newton RLS, fast-Newton, affine-projection, block-approximate implementations, and block-exact implementations are seen as offsprings of a single generic recursion. Such a view makes the trip around all these algorithms easier, and at the same time, reveals the underlying affinity between all these schemes. Furthermore, an extensive list of related references is provided, including the most recent of these algorithms.

As expected, we could not include all the existing schemes. We focused on the basic philosophies and chose to present typical examples.

This overview is organized as follows. The basic LS FIR filtering setup is formulated in “The Wiener Filter.” Next, we introduce the concept of stochastic approximation. Different adaptive algorithms are derived in “Adaptive Gradient Algorithms,” “Accelerating the Adaptive Gradient Methods,” “Adaptive Gauss-Newton Algorithm,” and “Adaptive Quasi-Newton Algorithms,” by applying a stochastic approximation procedure, either to the steepest descent or to the Gauss-Newton method. We then consider fast-adaptive transversal algorithms in the next section. Fast-block-adaptive algorithms and block-exact-adaptive schemes are presented in “Block Adaptive Filtering.” Finally, the performance of some of the most representative adaptive algorithms is evaluated in “Simulation Results,” by means of computer simulations, in the context of the system identification.

The following notation is used throughout the article: scalar quantities are denoted as lowercase math, while vector and matrix quantities are denoted as lowercase bold roman and uppercase bold roman respectively.

The Wiener Filter

Adaptive filtering and system-identification algorithms deal with the estimation of a set of parameters of a model of an unknown plant, which, once estimated, gives sufficient information about the system dynamics. Linear system parameterization is an important class of system modeling with a wide area of applications. The most popular among the class of linear models is the one with an FIR structure. This restriction is either intrinsic in the physical system modeling or it is imposed in order to simplify the estimation task and to reduce the computational load in real-time applications. Both static and dynamic FIR models have been considered in the past, and a great variety of algorithms has been proposed for the efficient estimation of the model parameters, [1]-[14].

The system model is described by the difference equation

\[ y(n) = \sum_{i=1}^{M} c_i^* x(n-i+1) + \eta(n) \]  

(1)

where \( x(n) \) is the input signal, \( y(n) \) is the output signal, and \( c_i^* \), and \( i=1,...,M \), are the filter coefficients. Signal \( \eta(n) \) is a disturbance signal. The above equation is compactly written as

\[ y(n) = x_T(n) c_M^* + \eta(n) \]  

(2)

where

\[ x_M(n) = [x(n), x(n-1), ..., x(n-M+1)]^T \]  

(3)

is the regressor, or the data vector, of dimensions \( M \times 1 \), and

\[ c_M^* = [c_1^*, c_2^*, ..., c_M^*]^T \]  

(4)

is the filter coefficients vector, of dimensions \( M \times 1 \).

The FIR estimator for the system (1) is defined by

\[ \hat{y}(n) = x_T(n) c_M \]  

(5)

where \( c_M = [c_1^*, c_2^*, ..., c_M^*]^T \) is an estimate of the system parameters \( c_M^* \). In this case, the estimation error is expressed as the difference between the measured and the predicted system output,

\[ e(n) = y(n) - \hat{y}(n) = y(n) - x_T(n) c_M \]  

(6)

The FIR system identification set up is illustrated in Fig. 1. Given a sequence of an input signal \( x(n) \) and a desired measured output signal \( y(n) \), the optimum parameters of the FIR model of (5) are estimated by minimizing the mean-squared-error (MSE) criterion

\[ V(c_M) = \mathbb{E}[e^2(n)] = \mathbb{E}[(y(n) - \hat{y}(n))^2] \]  

(7)
where $\mathcal{E}[\cdot]$ denotes the expectation operator. Thus,

$$
e_{M} = \arg\min_{e_{M}} \mathcal{E}[\{(y(n) - x_{M}^{T}(n)e_{M})^{2}\}]	ag{8}$$

The cost function (7) is a quadratic functional of the form

$$
V(e_{M}) = \mathcal{E}[y^{2}(n)] + e_{M}^{T} R_{M} e_{M} - 2d_{M}^{T} e_{M}
$$

$$
R_{M} = \mathcal{E}[x_{M}(n)x_{M}^{T}(n)], \quad d_{M} = \mathcal{E}[x_{M}(n)y(n)]
$$

Minimization of the cost function (7), with respect to the filter coefficients vector, is obtained by setting the gradient of $V(e_{M})$ equal to 0, i.e.,

$$
\nabla V(e_{M}) = 0 \Rightarrow R_{M} e_{M} = d_{M}
$$

The above condition gives rise to a set of linear equations, the so-called normal equations

$$
R_{M} e_{M} = d_{M}
$$

The minimum MSE attained is given by

$$
E_{M}^{\min} = \mathcal{E}[y^{2}(n)] - d_{M}^{T} e_{M}
$$

Linear prediction can be cast as a special case of FIR filtering. Let us assume that the signal $x(n)$ is described by the auto-regressive (AR) model equation

$$
\sum_{i=0}^{M} a_{M}^{i} x(n-i) = e(n)
$$

where $a_{M}^{0}$ is set equal to one, i.e., $a_{M}^{0} = 1$, and $e(n)$ is the driving noise signal. The forward predictor for the system (14) is given by

$$
\hat{y}(n) = -x_{M}^{T}(n) a_{M}
$$

The most popular among the class of linear models is the one with an FIR structure.

where

$$
a_{M} = [a_{1}, \ldots, a_{M}]^{T}
$$

is a vector of dimensions $M \times 1$ that carries the forward predictor coefficients. In this case, the optimum forward predictor, in the Wiener sense, is obtained as the solution of the normal equations

$$
R_{M} a_{M} = -r_{M}^{T}
$$

where $r_{M}^{T} = \mathcal{E}[x_{M}(n-1)x(n)]$. The backward predictor for the system (14) is treated in a similar way.

Application of either direct or iterative methods for the solution of (12) and (16), can be effectively utilized when the joint statistics of the input and desired output signals, $x(n)$ and $y(n)$, are known in advance. When only measurements are available, stochastic approximation methods come into the scene.

### Stochastic Approximation Methods

The typical problem for stochastic optimization can be stated as follows [15]-[21],

Minimize $V(e_{M}) = \mathcal{E}[Q(e_{M}, \eta)]$

where $e_{M} \in \mathbb{R}^{M}$ is the optimum parameter sought. $Q(e_{M}, \eta)$ is a function whose distribution is unknown. Assuming ergodicity, two basic directions have been suggested for the stochastic approximation of a stochastic optimization problem: the \textit{non-recursive} and \textit{recursive} methods, [15]. In the first case, sampled data of the random variable are used and an approximation of (17) is adopted, i.e.,

Minimize $V_{\bar{e}}(e_{M}) = \frac{1}{N} \sum_{\eta=0}^{\eta_{M}} (Q(e_{M}, \eta(n)))$.  

#### Table 1. The LMS and Its Basic Variants.

<table>
<thead>
<tr>
<th>Initialization</th>
<th>$e_{M}(\eta=0) = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>$e(n) = y(n) - x_{M}^{T}(n) e_{M}(n-1)$</td>
<td>(1)</td>
</tr>
<tr>
<td>$e_{M}(n) = e_{M}(n-1) + \mu(n)x_{M}(n)\sigma_{n}^{2}(n)$</td>
<td>(2)</td>
</tr>
<tr>
<td>$\mu(n)$ constant, the LMS algorithm</td>
<td></td>
</tr>
<tr>
<td>$\mu(n) = \frac{\alpha}{\beta + x_{M}^{2}(n)\sigma_{n}^{2}(n)}$, the Normalized LMS (NLMS) algorithm</td>
<td></td>
</tr>
<tr>
<td>$\mu(n) = \frac{\alpha}{\sigma_{n}^{2}(n)}$, the Power Normalized LMS (P-NLMS) algorithm</td>
<td></td>
</tr>
</tbody>
</table>
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Recursive stochastic approximation methods result from appropriate modifications of various iterative deterministic optimization algorithms.

In this way, the stochastic optimization problem is transformed into a deterministic one. The solution of (18) is used to approximate the solution of the original problem (17). Application of the non-recursive stochastic approximation method to the system identification problem gives rise to the familiar least-squares estimation

\[
e\left(N\right)=\arg\min_{e_M} V\left(e_M\right) = \arg\min_{e_M} \frac{1}{N} \sum_{n=0}^{N-1} (y(n)-x(n)^T e_M)^2.
\]

(19)

The non-recursive stochastic approximation method is a batch-processing algorithm. This is a major drawback for many real-time applications because a large amount of data has to be collected and stored in advance. Alternative ways to alleviate this difficulty are the recursive stochastic approximation schemes, which update the estimator of the optimum parameters whenever new data are available.

Recursive stochastic approximation methods result from appropriate modifications of various iterative deterministic optimization algorithms. Iterative deterministic optimization schemes require the knowledge of either the cost function \(V(e_M)\) and/or its gradient \(V\left(e_M\right)\), and/or its Hessian matrix \(V^2\left(e_M\right)\); [22]-[23]. The stochastic approximation counterpart of a deterministic optimization algorithm is obtained if the cost function, the gradient, and the Hessian, are replaced by unbiased estimates, i.e., \(\hat{V}(e_M), \hat{V}^2(e_M)\), and \(\hat{V}^2(e_M)\), respectively.

Descent algorithms are perhaps the simplest deterministic optimization methods. The recursive estimator has the form

\[
e_{M}^i = e_{M}^{i-1} - \mu_i V'(e_{M}^{i-1}).
\]

(20)

At each iteration step, \(i\), the update of the estimate is performed along the direction of \(V'(e_{M})\). Variable \(\mu_i\) regulates the effect of the update on the current value of the estimate. In some cases, it is chosen so that the cost function at step \(i\) is minimized, using a line search optimization method, [15],[22]

\[
\mu_i = \arg\min_{\mu} V'\left(e_M^{i-1} + \mu V'(e_M^{i-1})\right).
\]

(21)

The most common choice of \(V'(e_{M})\) is the direction determined by the negative gradient of the cost function

\[
V'(e_{M}) = -\nabla V(e_{M}),
\]

(22)

which results in the gradient or steepest descent algorithm. It has the form

\[
e_{M}^i = e_{M}^{i-1} - \mu_i V'(e_{M}^{i-1}).
\]

(23)

The Newton-Raphson method attempts to improve the performance of the steepest descent method by using a properly chosen weighting matrix

\[
e_{M}^i = e_{M}^{i-1} - \mu_i \mathbf{W}_M^{-1} V'(e_{M}^{i-1}).
\]

(24)

The simplest form of the Newton-Raphson algorithm utilizes the inverse Hessian as a weighting matrix, i.e.,

\[
e_{M}^i = e_{M}^{i-1} - \mu_i [V^2(e_{M}^{i})]^{-1} V'(e_{M}^{i-1}).
\]

(25)

thus forcing the correction direction to point to the minimal point, in case of quadratic cost functions, such as (9). The step factor \(\mu_i\) can be fixed, (usually set to \(\mu_i = 1\)), or be estimated by a line search optimization.

Whenever the Hessian is not positive definite or invertible, other suitable weighting directions can be applied. Among them, the Levenberg-Marquardt method, suggests the form

\[
e_{M}^i = e_{M}^{i-1} - \mu_i [V^2(e_{M}^{i}) + \delta I_M]^{-1} V'(e_{M}^{i-1}),
\]

(26)

where \(\delta > 0\) and is selected so that the weighted matrix is positive definite. In some other cases, where the Hessian is very cumbersome to calculate, an approximation, \(\mathbf{A}_M\), may be used instead, i.e.,

\[
e_{M}^i = e_{M}^{i-1} - \mu_i [\mathbf{A}_M]^{-1} V'(e_{M}^{i-1}).
\]

(27)

In the latter cases, the resulting optimization methods are known as Quasi-Newton methods. \(\mathbf{W}_M\) may also be set equal to a constant matrix. These methods which are apparently a special case of the Quasi-Newton approach, are often called preconditioning methods.

For all the above deterministic iterative optimization schemes, a number of stochastic approximation algorithms exist. It suffices to replace the cost-function-related terms with appropriate approximate values, which are computed iteratively as each new set of input/output samples \((x(n), y(n))\) is received. Thus, in the stochastic approximation schemes iteration steps coincide with time updates. Summarizing, the recursive stochastic approximation algorithm may be cast as follows

\[
e_M(n) = e_M(n-1) - \frac{1}{2} \mu(n) \mathbf{W}_M(n) \mathbf{g}_M(n),
\]

(28)

where \(e_M(n)\) denotes the estimate of the unknown system parameters vector at time instant \(n\), \(\mathbf{g}_M(n)\) is an estimate of the gradient at time instant \(n\)

\[
\mathbf{g}_M(n) = \nabla V(e_M(n)) = \nabla_{\hat{e}_M(n)} \hat{e}_M(n),
\]

(29)
where the expectation operator $\mathbb{E}[]$ has been replaced by a time average estimate $\hat{\mathbb{E}}[]$. $W_m(n)$ is a (time-dependent) weighting matrix, usually set to be the estimate of the inverse Hessian or its approximation. The factor $\frac{1}{2}$ is used merely for convenience, [8]. Of course, all these substitutions raise important questions concerning convergence issues of the recursive equation. Such issues are not considered here.

Time-adaptive algorithms designed for the estimation of the optimum FIR filter parameters by minimizing (7), can be interpreted as special cases of the basic recursive stochastic approximation scheme of (28).

**Adaptive-Gradient Algorithms**

Adaptive-gradient algorithms result from the basic scheme dictated by (28), by setting $W_m(n) = I_m$. Thus,

$$c_m(n) = c_m(n-1) - \frac{1}{2} \mu(n) g_m(n).$$  \hspace{1cm} (30)

Depending on the choice of the stochastic approximation, several known adaptive methods are derived.

**Memoryless Approximation of the Gradient**

A popular approximation of the averaging operator, originally introduced by Widrow-Flint in the early 1960s, is a memoryless estimation based only on the current data point, [7]. Thus,

$$\hat{\nabla}(c_m(n)) = c_m(n),$$  \hspace{1cm} (31)

which results in the gradient estimate

$$g_m(n) = -2 x_m(n) c(n),$$  \hspace{1cm} (32)

where

$$c(n) = y(n) - x_m^T(n) c_m(n-1)$$  \hspace{1cm} (33)

is known as the a priori filtering error.

Thus, the celebrated LMS algorithm results, [7], [8]. The algorithm is listed in Table 1. It is perhaps the most popular method for adaptive filtering and system identification, mainly due to the simplicity of its underlying structure and the extensive theoretical analysis and experimental verification of the fundamental properties of the method (convergence, tracking ability, and robustness).

The algorithm is trimmed by the so-called “step-size” factor $\mu$. The LMS algorithm converges in the mean to the optimum solution (12) when the step-size factor $\mu$ is restricted to be inside the interval,

$$0 < \mu < 2 / \lambda_{\text{max}}(R_m)$$  \hspace{1cm} (34)

where $\lambda_{\text{max}}(R_m)$ denotes an eigenvalue of the autocorrelation matrix.

$$\text{When } \mu \text{ is optimized as dictated by (21), the normalized LMS algorithm results, [8]. In this case, } \mu \text{ is time varying and is given by}$$

$$\mu(n) = \frac{1}{x_m^T(n) x_m(n)}.$$  \hspace{1cm} (35)

The normalized LMS algorithm also allows for a deterministic interpretation, as the filter that minimizes the error norm

$$e_m(n) = \min_{\epsilon_m(n)} \| e_m(n) - e_m(n-1) \|^2$$  \hspace{1cm} (36)

subject to the constraint imposed by the model (5), i.e.,

$$y(n) = x_m^T(n) c_m(n).$$

In this context, the NLMS algorithm is also known as the projection algorithm, [2]. A more robust algorithm may result by replacing the optimum step size by a slightly different formula,

$$\mu(n) = \frac{\alpha}{\beta + x_m^T(n) x_m(n)}, \alpha \in (0,2), \beta \in \mathbb{R}.$$  \hspace{1cm} (37)

The presence of $\beta$ guarantees that the denominator never becomes zero, while $\alpha$ is a relaxation factor. Another variant, known as the power-normalized LMS, [1]-[3], results by setting

$$\mu(n) = \frac{\alpha}{\sigma^2(n)},$$  \hspace{1cm} (38)

where $\sigma^2(n)$ is the power of the input signal. For stationary signals with power $\sigma^2$, $\mu(n)$ can be constant, and in
Table 3a. The Decorrelated LMS Algorithm.  
\( \sigma \) Is a Trimming Factor.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon(n) = y(n) - x_M^T(n)c_M(n-1) )</td>
<td>(1)</td>
</tr>
<tr>
<td>( \alpha(n) = \frac{x_M^T(n)x_M(n-1)}{x_M^T(n-1)x_M(n-1)} )</td>
<td>(2)</td>
</tr>
<tr>
<td>( v_M(n) = x_M(n) - \alpha(n)x_M(n-1) )</td>
<td>(3)</td>
</tr>
<tr>
<td>( \mu(n) = \frac{\phi(n)}{x_M^T(n)v_M(n)} )</td>
<td>(4)</td>
</tr>
<tr>
<td>( c_M(n) = c_M(n-1) + \mu(n)v(n) )</td>
<td>(5)</td>
</tr>
</tbody>
</table>

Table 3b. The Filtered-x LMS Algorithm.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization ( c_M(-1) = 0 )</td>
<td></td>
</tr>
<tr>
<td>( \epsilon(n) = y(n) - x_M^T(n)c_M(n-1) )</td>
<td>(1)</td>
</tr>
<tr>
<td>( c_M = [\epsilon(n)\epsilon(n-1)\ldots\epsilon(n-M+1)]^T )</td>
<td>(2)</td>
</tr>
<tr>
<td>( \epsilon^f(n) = x(n) + a_M^T(n)x_M(n-1) )</td>
<td>(3)</td>
</tr>
<tr>
<td>( \epsilon^f_M(n) = [\epsilon^f(n)\epsilon^f(n-1)\ldots\epsilon^f(n-M+1)]^T )</td>
<td>(4)</td>
</tr>
<tr>
<td>( \tilde{v}(n) = x(n) + a_M^T(n)c_M(n) )</td>
<td>(5)</td>
</tr>
<tr>
<td>( c_M(n) = c_M(n-1) + \mu e_M^f(n)\tilde{v}(n) )</td>
<td>(6)</td>
</tr>
</tbody>
</table>

**Sliding-Window Approximation of the Expectation**

An alternative to the time-averaging operator is the incorporation of a sliding-window approximation of the form, [24]-[33],

\[ E_s[n] = \frac{1}{L} \sum_{i=-L}^{n} [\epsilon]^2 \]  

(39)

Where \( L \) determines the memory of the approximator and may be smaller, equal, or greater than the filter order \( M \). Thus,

\[ \hat{V}(\epsilon) = \frac{1}{L} \sum_{i=-L}^{n} [\epsilon]^2 \]  

(40)

which results in the gradient estimate

\[ g_M(n) = -\frac{2}{L} \sum_{k=-L}^{n} x_M(k)y(k) - x_M^T(k)e_M(n-1). \]  

(41)

Consider the input data matrix of dimensions \( M \times L \)

\[ X_M,L(n) = [x_M(n)x_M(n-1)\ldots x_M(n-L+1)] \]  

(42)

and the desired response data vector, of dimensions \( L \times 1 \)

\[ y_L(n) = [y(n)y(n-1)\ldots y(n-L+1)]^T. \]  

(43)

Using (42) and (43), (41) takes the form

\[ g_M(n) = -\frac{2}{L} X_M,L(n)e_L(n), \]  

(44)

where

this case, \( 0 < \sigma < \frac{1}{M} \). The normalized LMS (N-LMS) and the power-normalized LMS (PN-LMS) algorithms are listed in Table 1. The basic advantage of these algorithms is the faster convergence rate compared to the original method.

The LMS algorithm as described in Table 1, requires \( M \) operations for the estimation of the a priori filtering error, and \( M \) additional operations for the update of the filter parameters vector. Thus, a total of \( 2M+1 \) operations is required per processed sample. More efficient schemes have been proposed recently [106], that perform block (exact) adaptive filtering at a lower complexity per processed sample, at the expense of an input-output delay caused by the specific block implementation of these methods, [98], [106]-[108], [135]-[137]. Finally, the NLMS requires \( 3M+1 \) operations while the power-normalized LMS needs \( 2M+2 \) operations only. Further computational simplifications to the LMS algorithm have also been proposed, in order to reduce its complexity. The quantized-error LMS applies a quantization to the error signal \( \epsilon(n) \). The quantized form of the error, \( \phi(\epsilon(n)) \) is now a discrete value function. The simplest form of the quantized LMS is the sign LMS, which uses three levels, \(-1,0,1\) for the error. If \( \mu(n) \) is chosen to be a power-of-two number, then the coefficient updating can be implemented without multiplications, using only bit shifts and additions, [27].

The convergence rate of all the above algorithms is heavily dependent on the eigenvalue distribution of the autocorrelation matrix of the input signal. Thus these algorithms converge at unacceptably low rates when the input signal is colored noise or speech.
Table 3c. The Transform-Domain LMS (TD-LMS) Algorithm.

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{c}_M(-1)=0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Given a unitary transform matrix $S_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_M(n)=S_M x_M(n)$ (1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$e(n)=y(n)-u_M^T(n)\hat{c}_M(n-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{c}_M(n)=\hat{c}_M(n-1)+\mu(n)u_M(n)e(n)$ (3)</td>
</tr>
</tbody>
</table>

| $e_L(n)=y_L(n)-X_M^T(n)e_M(n-1)$ (45) |

If we plug the above equations into the general formulation of the stochastic approximation’s steepest descent algorithm of (30), a stochastic gradient algorithm, called thereafter, the sliding-window LMS algorithm (SW-LMS), of Table 2 appears, where we have set $\hat{G}_M(n)=\frac{1}{L}G_M(n)$. The $\hat{u}(n)$ in Table 2, is the result of a line-search procedure, e.g., (21). A special case of the SW-LMS algorithm appears when the step size factor is set constant, i.e., $\mu(n)=\mu \forall n$.

The SW-LMS algorithm has better convergence properties compared to the memoryless time-averaging approximation algorithms of Table 1, [30]. However, the computational complexity is now increased by a factor of $L$, being $4LM+3L$. This hinders the use of the algorithm in real-time applications, unless efficient schemes for the computation of (44) and (45) are adopted by exploiting the special structure of the involved matrices, e.g., [30]. Furthermore, this algorithm is directly related to the recently proposed, fast implementation of the affine projection algorithm, considered in “The Fast-Affine Projection Algorithm.”

Exponentially Forgetting Approximation of the Expectation

Introducing a time-averaging operator having an exponential-forgetting form,

$$\hat{\mathcal{E}}_L(t)=\sum_{k=0}^{\infty} \lambda^{t-k} [e^2(n)]$$ (46)

another variant of the LMS can be produced, the exponentially forgetting window (EFW-LMS). In this case,

$$\hat{V}(c_M)=\sum_{k=0}^{\infty} \lambda^{t-k} [e^2(n)]$$ (47)

This approximation results in the gradient estimate

$$g_M(n)=-2(d_M(n)-R_M(n)e_M(n-1))$$ (48)

where

$$R_M(n)=\sum_{k=0}^{\infty} \lambda^{t-k} x_M(k)x_M^T(k)$$

and

$$d_M(n)=\sum_{k=0}^{\infty} \lambda^{t-k} x_M(k)y(k)$$ (49)

Table 3d. The Power-Normalized TD-LMS Algorithm.

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{c}_M(-1)=0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Given a unitary transform matrix $S_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_M(n)=S_M x_M(n)$ (1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$e(n)=y(n)-u_M^T(n)\hat{c}_M(n-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{c}_M(n)=\hat{c}<em>M(n-1)+\mu(n)R</em>{TT}(n)u_M(n)e(n)$ (4)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$e_L(n)=y_L(n)-U_M^T(n)e_M(n-1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{G}_M(n)=U_M^T(n)e(n)$ (5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R_{TT}(n)=\lambda R_{TT}(n-1)+(1-\lambda)\text{diag}([u_1(n)]^2 \ldots [u_M(n)]^2)$, $\lambda \in (0,1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{c}_M(n)=\hat{c}<em>M(n-1)+\mu(n)R</em>{TT}(n)u_M(n)e(n)$ (7)</td>
</tr>
</tbody>
</table>
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Accelerating The Adaptive-Gradient Methods

In an attempt to accelerate the convergence speed of the adaptive-gradient algorithms, which are deeply affected by the eigenvalue spread \( \lambda_{\text{max}}/\lambda_{\text{min}} \) of the input autocorrelation matrix, while, at the same time, keeping the computational complexity at a low level, several methods have been proposed that work on input data that have been preconditioned, e.g., pre-whitened or decorrelated, [7], [34]-[35], [36].

**Time-Domain Decorrelation**

Among others, one way to achieve this task is to use the decorrelation method proposed in [35]. Consider the descent algorithm of (20). A stochastic approximation of this scheme can be obtained by choosing

\[
v_M(n) = x_M(n) - a(n)x_M(n-1),
\]

(50)

where

\[
a(n) = \frac{x_M^T(n)x_M(n-1)}{x_M^T(n-1)x_M(n-1)}
\]

(51)

is the decorrelation coefficient between \( x_M(n) \) and \( x_M(n-1) \) at time instant \( n \). Thus, the filter updating recursion takes the form

\[
e_M(n) = e_M(n-1) + a(n)v_M(n).
\]

(52)

The optimum step size \( \mu \) is obtained by minimizing (21), which finally results in

\[
\mu(n) = \frac{\bar{e}(n)}{x_M^T(n)v_M(n)}
\]

(53)

This method can be viewed as an adaptive instrumental variable method, [1]–[3], where the instrument is defined by (50). The algorithm is presented in Table 3a. The improved convergence properties of the method are discussed in [35].

The method of [34] goes a step further. The forward prediction order of order \( M \) is utilized to construct the instrument as

\[
v_M(n) = e_M(n) = [e(n) e(n-1) \ldots e(n-M+1)]^T
\]

(54)

where

\[
e(n) = x(n) + a_M^T(n)x_M(n-1)
\]

(55)

is the \( M \)-th order forward-prediction error of the input data signal, and \( a_M(n) \) is an estimate of the forward predictor at time instant \( n \). Moreover, the instantaneous error \( e(n) \) is filtered by the forward predictor at time \( n \), i.e.,

\[
\bar{e}(n) = e(n) + a_M^T(n)e_M(n),
\]

where

\[
e_M(n) = [e(n) e(n-1) \ldots e(n-M+1)]^T.
\]

The forward predictor \( a_M(n) \) is adaptively estimated by means of an LMS algorithm. The algorithm, known as **filtered-x LMS**, is tabulated in Table 3b. Other decorrelation and/or pre-whitening techniques for improving the convergence of the LMS algorithm are discussed in [36].

The computational complexity of the decorrelation LMS type algorithms that appear in Table 3, is \( O(M) \), [37]-[54].

**Transform-Domain Decorrelation**

An early attempt to improve the performance of the LMS algorithm is the use of unitary transformations on the input data vector, \( x_M(n) \). The resulting algorithms may have increased the convergence rate for some classes of input signals, yet the computational complexity remains similar to that of the original LMS scheme. The algorithmic family established and the variations followed are known as the transform-domain-adaptive filtering algorithms, [37]-[54].

The transform-domain algorithm can be interpreted as a special case of (28). A properly chosen fixed-weighting matrix is utilized to decorrelate, or precondition, the direction vector. Unitary transforms, such as the discrete Fourier transform, the discrete cosine transform and the discrete Hartley transform have been efficiently utilized in the past to speed up the convergence of the LMS algorithm. This preprocessing followed by normalization reduces the eigenvalue spread of the input.

---

**Table 4. The Exponential Forgetting-Window RLS**

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_M(0) = 0, ; R_M^{-1}(0) = L = \delta &gt; 0 )</td>
</tr>
</tbody>
</table>

\[
w_M(n) = \lambda^{-1} R_M^{-1}(n-1)x_M(n)
\]

(1)

\[
a_M(n) = 1 + w_M^T(n)x_M(n)
\]

(2)

\[
e(n) = y(n) - x_M^T(n)e_M(n-1)
\]

(3)

\[
e(n) = \frac{e(n)}{a_M(n)}
\]

(4)

\[
e_M(n) = e_M(n-1) + w_M(n)e(n)
\]

(5)

\[
R_M^{-1}(n) = \frac{1}{\lambda} R_M^{-1}(n-1) w_M^T(n) w_M(n)
\]

(6)
signal autocorrelation matrix, and thus, affects the convergence speed of the LMS algorithm. The performance of these methods depends on the degree of the orthogonalization achieved when the unitary transformations are applied to the underlying data. Theoretical results, as well as experimental evidence, is given in [37]-[54].

Let $S_M$ be a unitary transform (within a constant scalar) of order $M$, i.e.,

$$S_M S_M^H = \beta I_M$$  \hspace{1cm} (56)

$H$ stands for the Hermitian operator (conjugate and transpose). Then, the a priori filtering error of (33) can be rewritten as

$$e(n) = y(n) - u_M^H(n) \hat{c}_M(n-1),$$  \hspace{1cm} (57)

where

$$u_M(n) = S_M x_M(n),$$  \hspace{1cm} (58)

is the transformed input data vector, and

$$\hat{c}_M(n-1) = S_M^H c_M(n-1)/\beta.$$  \hspace{1cm} (59)

Thus, now the elements of the data vector are not shifts of a single signal sequence, as is the case with the elements of $x(n)$. The elements of the transformed data vector, $u_M(n)$, can be viewed as a batch of multichannel signals, $u_i(n)$, $i=1, 2, ..., M$, which are expected to be less correlated than the original set of shifted signals $x(n-i+1)$. Thus, the single-channel FIR filter of order $M$ has been transformed to an equivalent multichannel form by passing the original input $x_M(n)$ through a set of $M$ filters, as (58) suggests. When the DFT is used as a unitary transformation, $u_M(n)$ becomes the sliding-window Fourier transform, [49]. The estimated filter $\hat{c}_M(n)$ is the frequency response of the time domain counterpart, $c_M(n)$. Thus, we may say that the adaptation takes place in the frequency domain (i.e., frequency-domain adaptive filtering).

Application of a unitary transformation to the LMS recursion gives rise to the transform-domain LMS (TD-LMS)

$$\hat{c}_M(n) = \hat{c}_M(n-1) + \mu(n) u_M(n)e(n)$$  \hspace{1cm} (60)

The algorithm is tabulated in Table 3c. The TD-LMS converges to the same MSE error as the original LMS algorithm, and the coefficients converge to the transformed MSE solution

$$\hat{c}_M = S_M c_M/\beta.$$ 

A more elaborate version of the TD-LMS is obtained by introducing a power normalization of the transform domain data vector. Let us define the diagonal matrix

$$R_{TD}(n) = \lambda R_{TD}(n-1) + (1-\lambda) \text{diag}(\mu_1(n)^2, ..., \mu_M(n)^2).$$  \hspace{1cm} (61)

The search for the optimum filter can be accelerated when the gradient vector is properly deviated to the minimum point.

$$\hat{c}_M(n) = \hat{c}_M(n-1) - \mu(n) R_{TD}^{-1}(n) u_M(n)e(n).$$  \hspace{1cm} (62)

The algorithm, known as the power-normalized-transform-domain LMS (PN-TD-LMS), [49], is tabulated in Table 3d.

The computational complexity of the TD-LMS depends on the way the transformation dictated by (58) is computed. Fast $O(M \log_2 M)$ algorithms exist for the efficient implementation of the DFT, the DCT, and the DHT. When the DFT is utilized, the cost per direct and/or inverse transformation is $\frac{4}{2\log_2 M}$, when the input signal $x(n)$ is real data, [109]. A more efficient method has recently been proposed for the computation of the SW-DFT with $k$ samples hopping, [116]. For real input data, this figure is $M(\log_2 (k+3)-2k$, which reduces to $3M-2$ for the single-step sliding-window case. Efficient methods for estimating the required transformations by means of partitioning have also been derived, [110]-[123]. Such methods are also discussed in the companion paper [36].

The decorrelation and the transformation techniques applied to accelerate the LMS algorithm can be applied to the SW-LMS as well, to obtain the N-TD-SW-LMS, which is tabulated in Table 3c. Fast convolution methods can also be applied to reduce complexity, [26]-[31], [37]-[54], [110]-[123].

Another approach to improve the performance of the LMS algorithm is based on the application of subband decomposition of the pertinent signals and the adaptive filtering within each subband, [124]-[131]. This is a generalization of the transform-domain adaptive filtering, where, the application of the DFT as a preconditioner can be also interpreted as a filter-band decomposition [49]. Wavelet transform domain adaptive algorithms are presented in [135]. The adaptive subband filtering is discussed in some more detail in [36].

### Adaptive Gauss-Newton Algorithm

The search for the optimum filter can be accelerated when the gradient vector is properly deviated to the minimum point, [22], [15], [11]. The adaptive Gauss-Newton algorithm results when the weighted matrix $W_M(n)$ of (28) is selected to be the inverse of the estimated Hessian of the least squares cost function, i.e.,
The RLS algorithm is tabulated in Table 4. Variable \( w_M(n) \), appearing in Table 4, is the Kalman gain vector defined as, \[59,\]

\[
\lambda R_M(n-1)w_M(n)=x_M(n)
\]

(68)

The solution at time \( n \) is then estimated by

\[
e_M(n)=e_M(n-1)+w_M(n)e(n)
\]

(69)

where \( e(n)=y(n)-x'_n(n)e_M(n) \) is the so-called posteriori filtering error.

The RLS algorithm of Table 4 is exponentially stable, \[64\]. However, when it is implemented in finite precision arithmetic, instability effects may be noticed. Special care should be taken to prevent the loss of symmetry and positive definiteness of matrix \( R_M^+(n) \), \[65\]-[67]. In an attempt to cope with this problem, numerically stable square-root RLS algorithms have been developed for the update of the Kalman gain vector and/or the filtering error, \[3\], \[8\], \[10\]. Among them, Bierman's algorithm propagates the upper triangular factor \( U \) and the diagonal factor \( D \) of the \( UD^{-1}U^T \) factorization of matrix \( R_M(n) \). It is well known, \[1\]-[11] that the inverse of the autocorrelation matrix \( R_M(n) \) of the input signal allows for a \( UD^{-1}U^T \) factorization of the form

\[
R_M^{-1}(n)=U_M(n)D_M^{-1}(n)U_M^T(n),
\]

(70)

where

\[
D_M^{-1}(n)=[\begin{array}{cccc}
1 & b_1^1(n) & \cdots & b_M^{-1}(n) \\
0 & 1 & \cdots & b_M^{-2}(n) \\
0 & 0 & \cdots & b_M^{-3}(n) \\
0 & 0 & \cdots & 1 \\
\end{array} = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
\alpha_0(n) & \alpha_1(n) & \cdots & \alpha_{M-1}(n)
\end{bmatrix}
\]

(71)

and

and

\[
D_M^{-1}(n)=\begin{bmatrix}
1 & b_1^1(n) & \cdots & b_M^{-1}(n) \\
0 & 1 & \cdots & b_M^{-2}(n) \\
0 & 0 & \cdots & b_M^{-3}(n) \\
0 & 0 & \cdots & 1 \\
\end{bmatrix}
\]

(72)

Vectors

\[
b_M(n)=[b_1^1(n)b_2^2(n)\cdots b_M^M(n)]^T
\]

are the LS backward optimal linear predictors of order \( m \), and scalars \( \alpha^m(n) \) are the corresponding backward prediction error powers, \( m=1,2,\ldots,M-1 \). It can be shown, \[10\], that Bierman's algorithm propagates these predictors in a time-and-order recursive fashion. The overall complexity is the same as that of the RLS. The matrix factorization of \( R_M(n) \) \( \left( R_M^{-1}(n) \right) \) and the efficient update of these factors gives rise to another large family of algorithms not discussed in this review. These are known as lattice and QR
LS adaptive schemes, [8]-[10], [71], depending on the
particular algorithmic scheme used for the factorization.
The distinct characteristic of these algorithms is that they
propagate a set of error variables and not the unknown fil-
ter parameters vector. Numerical properties of these
methods are discussed in [74]. Finally, schemes based on
Houssholder factorization have been suggested, e.g.,
[72], which, besides numerical robustness, exhibit a high
degree of parallelism in their computational flow.

Adaptive Quasi-Newton Algorithms

Toeplitz Autocorrelation Matrix Approximation

Let us consider the basic recursive stochastic estimation
scheme of (28) and the memoryless approximation of
the expectation operator. If the weighting matrix,
\( W_M(n) \), is set equal to the true inverse of the
autocorrelation matrix given by (10), then, the New-
ton-LMS algorithm results, i.e.,

\[
c_M(n) = c_M(n-1) + \mu(n) R_M^{-1}(n) e(n)
\]  

Clearly, (73) is of academic interest only, unless matrix
\( R_M \) is somehow estimated using the input signal sta-
tistics, or the input data themselves. Depending on the
choice of the estimate of \( R_M \), several algorithms appear,
[81]-[84].

| Table 5b. The Quasi-Newton Algorithm with Banded
Inverse Autocorrelation Matrix Approximation. |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization</td>
</tr>
<tr>
<td>( \hat{e}(n) = y(n) - x_M^T(n) c_M(n-1) )</td>
</tr>
<tr>
<td>( c_M(n) = c_M(n-1) + \mu(n) R_M^{-1}(n) x_M(n) e(n) )</td>
</tr>
<tr>
<td>( R_{M</td>
</tr>
<tr>
<td>( b_p(n-j) = \begin{bmatrix} 0_j \ b_p(n-j) \ 1 \ 0_{M-P-j-1} \end{bmatrix} )</td>
</tr>
<tr>
<td>( \mu(n) = \frac{1}{x_M^T(n) R_M^{-1}(n) x_M(n)} )</td>
</tr>
</tbody>
</table>

Let,

\[
W_M(n) = T_M^{-1}(n),
\]  

where, \( T_M(n) \) is a Toeplitz approximation of \( R_M \), esti-
mated from the data as

\[
T_M(n) = \begin{bmatrix} t_{j-1}(n) & \cdots & t_{j-M-1}(n) \\ \vdots & \ddots & \vdots \\ t_{j-M-1}(n) & \cdots & t_{j-1}(n) \end{bmatrix},
\]

\[
t_{j}(n) = \alpha_p(n) x(n-j), \quad j=0,1,\ldots,M-1, \lambda \in (0,1)
\]  

In this case, the optimum step size is found to be

\[
\mu(n) = \frac{1}{x_M^T(n) T_M^{-1}(n) x_M(n)}
\]

The above “Quasi-Newton” algorithm, based on the
Toeplitz approximation, (T-QQN), is listed in Table 5a.

Banded Inverse Autocorrelation
Matrix Approximation

In an attempt to reduce the computational complexity of
the RLS scheme, several methods that take into account
the special structure that the input signal \( x(n) \) might poss-
sew appear in [85]-[89]. For example, when the input
\( x(n) \) is a speech signal, a low-order autoregressive model
may be adopted to model its generation. Let \( P \) be the order
of the AR model of the input signal \( x(n) \). Then, it can be
shown that the backward predictors of higher than \( P \)
order, \( b_{P+p}(n), i=1,\ldots,M-P-1 \), appearing in (71), are
replaced by time-delayed and zero-padded backward
predictors of order \( P \), \( b_{p+i}(n) \). The corresponding back-
ward error powers \( \alpha_{P+i}^2(n) \) are also replaced by
time-delayed versions of \( \alpha_p^2(n) \). This stems from an
autocorrelation matrix approximation, using a min-max
optimunm extrapolation of the autocorrelation matrix of

<table>
<thead>
<tr>
<th>Table 5c. The Affine Projection Algorithm (APA).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization</td>
</tr>
<tr>
<td>( c_L(n) = y_L(n) - X_L^T(n) c_M(n-1) )</td>
</tr>
<tr>
<td>( R_L(n) = X_L^T(n) X_L(n) + \lambda I )</td>
</tr>
<tr>
<td>( w_L(n) = R_L^{-1}(n) e_L(n) )</td>
</tr>
<tr>
<td>( v_M(n) = X_M^T(n) w_L(n) )</td>
</tr>
<tr>
<td>( c_M(n) = c_M(n-1) + \mu v_M(n) )</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Expectation Approximation</th>
<th>Cost Function</th>
<th>Direction</th>
<th>Weighting Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 NLMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} r^2(n)$</td>
<td>A1</td>
<td>B1</td>
</tr>
<tr>
<td>2 SLMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} r^2(n)$</td>
<td>A1</td>
<td>B1</td>
</tr>
<tr>
<td>3 LMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} r^2(n)$</td>
<td>A1</td>
<td>B1</td>
</tr>
<tr>
<td>4 SW-LMS</td>
<td>E2</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A1</td>
<td>B1</td>
</tr>
<tr>
<td>5 EFW-LMS</td>
<td>E3</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A1</td>
<td>B1</td>
</tr>
<tr>
<td>6 D-LMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A2</td>
<td>B1</td>
</tr>
<tr>
<td>7 X-LMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A3</td>
<td>B1</td>
</tr>
<tr>
<td>8 TD-LMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A4</td>
<td>B1</td>
</tr>
<tr>
<td>9 NP-TD-LMS</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A4</td>
<td>B2</td>
</tr>
<tr>
<td>10 NP-TD-SW-LMS</td>
<td>E2</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A4</td>
<td>B2</td>
</tr>
<tr>
<td>11 RLS</td>
<td>E3</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A1</td>
<td>B3</td>
</tr>
<tr>
<td>12 T-QN</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A1</td>
<td>B4</td>
</tr>
<tr>
<td>13 F-QN</td>
<td>E1</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A1</td>
<td>B5</td>
</tr>
<tr>
<td>14 APA</td>
<td>E3</td>
<td>$\sum_{i=0}^{n} \lambda^i r^2(n)$</td>
<td>A1</td>
<td>B6</td>
</tr>
</tbody>
</table>

Order $M$, from the autocorrelation matrix of order $P$, $[85]$, $[86]$. Thus, we have the approximation

$$R_{M}(n) = R_{M}(n) = \nu_{M}(n) D_{M}(n) \mu_{M}^{T}(n).$$

Factor $D_{M}(n)$ is constructed using the method discussed above. $R_{M}(n)$ turns out to be a band matrix corresponding to an approximation of the input signal $x(n)$ by an AR model of order $P$, $[85]$

$$R_{M}(n) = \sum_{j=0}^{M-1} \tilde{b}_{j}(n-j) \tilde{b}_{j}^{T}(n-j) / \alpha_{j}(n-j)^{2}$$

$$\tilde{b}_{j}(n-j) = \begin{bmatrix} \theta_{j} \\ b_{j}(n-j) \\ 1 \end{bmatrix}$$

$$W_{M}(n) = \mu(n) X_{M}(n) X_{M}^{T}(n)^{E}$$

Taking (31) again for the approximation of the cost function, and $W_{M}(n)$ as

$$W_{M}(n) = W_{M}(n)$$

we obtain the quasi-Newton algorithm developed in $[85]$. In this case

$$\mu(n) = \frac{1}{X_{M}(n) R_{M}(n) X_{M}(n)^{T}}$$

Alternatively, $\mu(n)$ may be kept constant. The algorithm is tabulated in Table 5b. A fast version of this scheme, known as the “fast-Newton” adaptive filtering algorithm, has been developed in $[85]$. Other, low complexity, quasi-Newton adaptive algorithms have been developed by proper choice of the weight matrix $W_{M}(n)$, $[88]$, $[89]$.

Pseudo-Inverse Autocorrelation Matrix Approximation

Let us now consider the time averaging approximation of (39), and the resulting equations for the residual error, i.e., (41)-(45). A stochastic quasi-Newton algorithm is obtained by selecting $W_{M}(n)$ to be the pseudo-inverse

$$W_{M}(n) = \left( \frac{1}{L} X_{M,L}(n) X_{M,L}^{T}(n) \right)^{E}$$

$$= L X_{M,L}(n) X_{M,L}^{T}(n) X_{M,L}(n)^{-1} X_{M,L}(n)$$

$$= (X_{M,L}(n) X_{M,L}(n))^{-1} X_{M,L}^{T}(n)$$

(79)
In this case, it can be shown that $\mu(n)=1$. An over-relaxation form of the algorithm is obtained by setting $\mu(n)=\frac{3}{2}$, $\mu(n)\in(0,2)$. This stochastic approximation method results in the so-called affine projection algorithm, or (APA), [91]-[105]. The APA, in a regularized and over-relaxation version, is listed in Table 5c. The APA may be also interpreted as a deterministic block projection algorithm that estimates the filter, which minimizes the error norm

$$e^2_{n}(n)=\arg\min_{\epsilon_{n}}\|e_{n}^T - e_{n}(n-1)\|^2$$  \tag{80}

subject to the constraint imposed by the equation

$$y(n)=X^T_{M+1}(n)e_{n}(n),$$

Table 6 provides a summary of the discussed algorithms with respect to the adopted expectation approximation, the weighting matrix, and the search directions.

**Fast-Adaptive Transversal Algorithms**

The computational complexity of all the Gauss-Newton schemes considered so far, is $O(M^3)$. On the other hand, their fast convergence rate and immunity to the eigenvalue spread of the input signal's correlation matrix, make these schemes particularly attractive [8], [10], [62]. A large research effort has been invested in overcoming their major drawback—the high computational cost—and a number of $O(M)$ Gauss-Newton algorithms have been developed [10], [55]-[59].

**The Fast-RLS Algorithm**

The RLS algorithm provides a method for the time updating of the inverse autocorrelation matrix, bypassing the direct matrix inversion imposed by (65). It was shown [55]-[59] that the Kalman gain vectors required by (69) can be updated by the so-called “fast” schemes. The key point in the development of fast-RLS algorithms is the proper utilization of the shift-invariance property of the data matrix. Let us consider the increased order data vector $x_{n+1}(n)$. It is partitioned either in a lower or in an upper form. As

$$x_{n+1}(n)=\begin{bmatrix} x_M(n) \\ x(n-M) \end{bmatrix},$$

These partitionings of the data vector are utilized to obtain appropriate partitions for the increased-order autocorrelation matrix $R_{M+1}(n)$. Based on the above partitions, the Kalman gain vector $w_{n}(n)$, at time $n$, can be obtained from $w_{n}(n-1)$, via the increased-order vector $w_{n+1}(n)$. The overall updating mechanism is illustrated as follows:

$$a_{n}(n)=\begin{bmatrix} a_{n}(n-1) \\ b_{n}(n-1) \end{bmatrix},$$

$$w_{n}(n-1) \rightarrow w_{n+1}(n) \rightarrow w_{n}(n),$$

$$a_{n}(n), b_{n}(n),$$

Auxiliary vectors $a_{n}(n)$ and $b_{n}(n)$ are the LS forward and backward predictors, and result from the general fil-
tering scheme of (6), by setting $y(n)=x(n+1)$ and $y(n)=x(n-M)$, respectively.

The computational complexity of the fast RLS algorithm is $2M$ operations per processed sample. Thus, while the algorithm retains the nice properties of the RLS algorithm, the cost is comparable to that of the LMS. Despite the fact that the fast RLS is theoretically equivalent to the RLS scheme, it exhibits poor numerical error performance, which becomes noticeable even when the algorithm is carefully implemented in double precision arithmetic [63]-[69]. Severe divergence problems are caused by the intrinsic instability of the fast RLS algorithm. The magnification of a single error committed at a time instant, becomes so serious that the algorithm crashes. An early attempt to cope with this problem was concentrated on the periodic reinitialization of the algorithm, when certain variables were taking critical values very close to the theoretical upper or lower bounds. After many years of extensive study and experimentation on the instability problem, a leap forward was achieved by the method of [68], which suggested using a small amount of computational redundancy combined with a suitable feedback mechanism, to control the numerical errors. Two specific variables are used for this purpose, [68]-[70], the a priori backward error $\epsilon^b_{M}(n)$ and the Kalman gain power $\alpha_M(n)$. These are estimated in two different ways, from (8), (13), and (14) of Table 7, and also by their respective definitions:

$$\epsilon^b_{M}(n) = \epsilon(N-M) + x^T_{M}(n) b_M (n-1)$$

and

$$\alpha_M (n) = 1 + x^T_{M}(n) w_M (n).$$

(82)

We form the differences

$$\Delta^b_M (n) = \epsilon^b_{M}(n) - \epsilon^b_{M}(n)$$

and

$$\Delta^\alpha_M (n) = \alpha_M (n) - \alpha_M (n).$$

(83)

In infinite precision, these differences should be zero; however, in practice, $\Delta^b_M (n)$ grows exponentially while $\Delta^\alpha_M (n)$ grows linearly. These errors are utilized as a feedback mechanism to control the error propagation and provide a new set of variables to be used by the algorithm as

$$\tilde{\epsilon}^b_{M}(n) = \epsilon^b_{M}(n) + \sigma^a \Delta^\alpha_M (n)$$

and

$$\tilde{\alpha}_M (n) = \alpha_M (n) + \sigma^a \Delta^\alpha_M (n).$$

(84)

Tuning variables $\sigma^a$ and $\sigma^a$ are carefully selected in order that the overall algorithm remains stable [69]. The complexity of the stabilized fast-RLS algorithm of Table 7 is $O(M)$.

An additional constraint of the stabilized fast-RLS algorithms is the nominal range within which the forgetting factor $\lambda$ should lie for the algorithm to remain stable, i.e., $\lambda \in [1-1/3, 1]$. This has an undesired effect in the performance of the fast-RLS schemes, since the convergence rate and tracking ability of the algorithm are affected. As a remedy to this problem, a modified algorithm has been proposed and successfully used in [70], where an extra trimming parameter was introduced as

$$c_{M}(n) = c_{M}(n-1) + \mu(n) w_{M}(n) e(n)$$

(85)
\( \mu(n) \) is optimized in such a way that the posterior filtering error is minimized, i.e.,

\[
\mu(n) = \arg \min_{\mu} \left( \frac{1}{\alpha_M(n)} \frac{w^T_M(n) x_M(n)}{e^2(n)} \right) e^2(n).
\]

(86)

Minimization of the above cost leads to \( e(n) = 0 \) and \( \mu(n) = \frac{\alpha_M(n)}{1 - \rho \alpha_M(n)} \).

(87)

where \( \rho \) is a trimming variable. The cost is that it results in a higher mean-square-estimation error.

Multichannel extensions of the stabilized fast-adaptive transversal filter are also derived in [76], [77]. Multichannel QR decomposition algorithms are developed in [73].

### The Fast-Quasi-Newton Algorithm

The fast-Newton algorithm offers a fast, although suboptimal, implementation of the RLS method, [82]. The key point lies in the difference of adaption used for the filter coefficients and the direction matrix. Thus, although \( c_M(n) \) is updated every single time instant, \( T_M(n) \) in (74), is estimated periodically, and afterwards kept constant for a period of \( N \) samples. The choice of \( N \) depends on the stationarity characteristics of the input signal, and in general, has to be greater than or equal to \( M \), to keep complexity comparable to that of FRLS. Thus, each time \( \text{mod}(n, N) = 0 \), an efficient Levinson algorithm is employed that solves for \( w_M(n) \).

Suppose that the solution of the linear system \( T_M(n) w_M(n) = x_M(n) \) has been computed. This task can be accomplished by the order-recursive Levinson algorithm or its Schur-type counterpart, [10], at a cost of \( O(M^2) \) MADs. Then, using the order partitions of the data vector \( x_M(n+m+1) \), \( m=0,1,\ldots,N-1 \), (81), and the corresponding partitions of the increased-order Toeplitz matrix \( T_{M+1}(n) \), a sequence of step-up/step-down recursions can be established, leading to the successive computation of the variables \( w_M(n+m) \) and \( w_M(n+m+1) \), \( m=0,1,\ldots,N-1 \). This gives an efficient mechanism for updating the Kalman gain vectors over the time range \([n, n+N]\). The algorithm is tabulated in Table 8. The computational complexity of the algorithm is thus, \( 3M + 15M/N \) operations per processed sample.

The numerical behavior of the fast-Newton algorithm is expected to be better than that of the fast-RLS method. The main difference between the adaption procedure of these algorithms is the way that the computations for the Kalman gain are propagated through time. In the fast-RLS case, the Kalman gain vector is adapted at every time instant by an infinite-memory time-varying adaptive structure, therefore, numerical errors are allowed to propagate. In the fast-Newton case, the Kalman gain is updated through a finite-memory adaptive scheme, thus numerical errors are not allowed to propagate more than \( M \) time instants. Moreover, Levinson’s algorithm, which is periodically used every \( M \) samples for the initialization of the recursive updating mechanism, is known to be (forward) stable [78], [79].

### The Fast-Newton Algorithm

The fast-Newton algorithm has been derived optimally on the assumption that the input signal \( s(n) \) can be sufficiently represented by an \( AR(P) \) process of order \( P \leq M \). This is an assumption which is valid, for example, when speech signals are involved. If this is not true, optimality is no more valid, and the fast-Newton scheme provides a family of algorithms, depending on the choice of \( P \), varying from the normalized LMS, i.e., \( P=0 \), to the fast RLS, i.e., \( P=M \). Based on this assumption, (76) can be utilized [85], [86], [87]. This has as an implication that the

---

Table 8. The Modified Fast-Newton Algorithm with Accelerated Tracking Ability.

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_M(n) = 0 )</td>
</tr>
<tr>
<td>( a_M(n+1) = 1 )</td>
</tr>
<tr>
<td>( c_M(n+1) = 1 )</td>
</tr>
<tr>
<td>( a_M(n) = 1 - \alpha_M(n) )</td>
</tr>
<tr>
<td>( c_M(n) = 1 - \rho \alpha_M(n) )</td>
</tr>
</tbody>
</table>

Available at time \( n \) from the stabilized fast RLS algorithm

\[
S_{p+1}(n) = \begin{bmatrix}
1 & \frac{e_M(n)}{\alpha_M(n)} & \frac{k_M(n)}{\alpha_M(n)}
\end{bmatrix}
\]

Available at time \( n-M+P \) from the stabilized fast RLS algorithm

\[
U_{p+1}(n-M+P) = \begin{bmatrix}
1 & \frac{e_M(n-M+P)}{\alpha_M(n-M+P)} & \frac{k_M(n-M+P)}{\alpha_M(n-M+P)}
\end{bmatrix}
\]

Main part

\[
\begin{bmatrix}
0 & S_{p+1}(n)
\end{bmatrix}
\]

(2)

\[
\begin{bmatrix}
w_M(n+1)
\end{bmatrix} = \begin{bmatrix}
w_M(n)
\end{bmatrix}
\]

(4)

\[
\begin{bmatrix}
a_M(n)
a_M(n+1)
k_M(n)
k_M(n+1)
\end{bmatrix} = \begin{bmatrix}
0 & U_{p+1}(n-M+P)
\end{bmatrix}
\]

(5)

\[
\begin{bmatrix}
e_M(n)
a_M(n+1)
k_M(n)
k_M(n+1)
\end{bmatrix} = \begin{bmatrix}
0 & U_{p+1}(n-M+P)
\end{bmatrix}
\]

(6)

\[
\begin{bmatrix}
e_M(n)
a_M(n)
k_M(n)
k_M(n)
\end{bmatrix} = \begin{bmatrix}
0 & U_{p+1}(n-M+P)
\end{bmatrix}
\]

(7)

\[
\begin{bmatrix}
e_M(n)
a_M(n)
k_M(n)
k_M(n)
\end{bmatrix} = \begin{bmatrix}
0 & U_{p+1}(n-M+P)
\end{bmatrix}
\]

(8)

\[
\begin{bmatrix}
e_M(n)
a_M(n)
k_M(n)
k_M(n)
\end{bmatrix} = \begin{bmatrix}
0 & U_{p+1}(n-M+P)
\end{bmatrix}
\]

(9)
Kalman gain of order $M$ is related to the delayed backward predictors and forward predictors of order $P$. These are, in turn, updated via fast-RLS versions. The overall updating mechanism is illustrated as follows:

$$
\begin{align*}
\mathbf{a}_M(n) & \quad \mathbf{b}_M(n-M+P) \\
\downarrow & \quad \downarrow \\
\mathbf{w}_{M|P}(n) & \rightarrow \mathbf{w}_{M+1|P}(n+1) \rightarrow \mathbf{w}_{M|P}(n+1).
\end{align*}
$$

In other words, the prediction part of the FRLS scheme, which is the computationally thirsty part of the algorithm, is performed with predictors of low-order $P$. The algorithm is tabulated in Table 8.

For the update of the prediction part, any of the adaptive schemes described previously can be utilized, resulting in different complexity figures, varying from $2P^2$ to $7P$ when the RLS and the stabilized FRLS schemes are utilized, respectively. The overall complexity reduces to $2M+9P$ operations when the stabilized FRLS algorithm is engaged.

### The Fast-Affine Projection Algorithm

The first step toward the development of a fast-affine projection algorithm is the establishment of a shifting property for the calculation of the a priori filtering error vector $e_F(n)$ [93]-[98]. To this end, consider the partitioning of the data matrix

$$
\mathbf{X}_{M,L}(n) = \begin{bmatrix} \mathbf{X}_{M,L-1}(n) & \mathbf{X}_{M}(n-L+1) \\
\mathbf{X}_{M,L-1}(n-L) & \mathbf{X}_{M}(n-L+1) \end{bmatrix}
$$

If we plug the above partitions into (45), which defines the a priori filtering error over a data block of length $L$, we get

$$
e_{F}(n) = \begin{bmatrix} e_{F}(n) \\
e(n-L+1) \end{bmatrix}
$$

where

$$
e(n-L+1) = y(n-L+1) - \mathbf{x}_{M}(n-L) \mathbf{c}_{M}(n-L+1).
$$

It can be shown [93]-[98] that the following shifting property can be established, where equality holds when $\delta$ used in (2) of Table 5c, is set equal to zero

$$
e_{F}(n) = \begin{bmatrix} e_{F}(n) \\
e(n-L+1) \end{bmatrix} = \begin{bmatrix} \mathbf{e}_{F}(n) \\
(1-\mu) \mathbf{e}_{F}(n-L+1) \end{bmatrix}
$$

Following a derivation similar to that of “The Fast-RLS Algorithm,” a step-up-step-down recursion is derived for the efficient adaptation of the involved variable $w_{F}(n)$, by taking into account the shift-invariance property that vectors $\mathbf{x}_{F}(n)$ and $\mathbf{e}_{F}(n)$ possess. This time however, because $\mathbf{R}_{F}(n)$ is a sliding-window covariance matrix, a sliding-window fast-RLS algorithm is required [60], [61]. Thus, (4) and (5) of Table 10, result. The lower-order forward and backward predictors $a_j(n)$ and $b_j(n)$ that appear in these recursions can be obtained by a sliding-window fast-RLS [60]. A set of auxiliary filters, i.e., $h_{M}(n)$ and $q_{L}(n)$ (see Table 10), are utilized for the development of the remaining recursions of the fast-affine algorithm of Table 10. The complexity of the fast APA is $2M+20L$. Notice, however, that the fast APA estimates the filtering-error and not the unknown filter coefficients.

### Table 10. The Fast APA Algorithm

<table>
<thead>
<tr>
<th>Initialization</th>
<th>$b_{M}(-1)=0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available at time $n$, from a sliding-window fast-RLS algorithm $a_{j}(n), b_{j}(n), c_{j}(n), d_{j}(n)$</td>
<td>$e^{(n)}=y(n)-x^T_{M}(n)b_{M}(n-1)$</td>
</tr>
<tr>
<td>$e(n)=e(n)-ue^T(n)b_{M}(n)$</td>
<td>$e_{L}(n)=e_{L}(n)\cdot (1-\mu)e_{L}(n-1)a_{L}(n)$</td>
</tr>
<tr>
<td>$b_{L}(n)=b_{L}(n)-\frac{d_{L}(n)}{a_{L}(n)+\delta}$</td>
<td>$w_{L}(n)=w_{L}(n)-a_{L}(n-1)q_{L}(n)$</td>
</tr>
<tr>
<td>$b_{L}^{T}(n)=b_{L}^{T}(n)+e_{L}(n)b_{L}(n)$</td>
<td>$q_{L}(n)=q_{L}(n)+q_{L}(n)$</td>
</tr>
<tr>
<td>$h_{M}(n)=h_{M}(n-1)+\mu X_{M}(n-L+1)\eta_{L}(n)$</td>
<td></td>
</tr>
</tbody>
</table>

Definitions:

$$
h_{M}(n-1)=\sum_{j=1}^{L} x_{M}(k)w_{j}(k+j-1)
$$

$$
q_{L}(n)=\sum_{j=1}^{L} q_{j}(n)\eta_{j}(n)
$$

$$
c_{M}(n)=h_{M}(n-1)+\mu X_{M}(n)\eta_{L}(n)
$$
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Block-Adaptive Filtering

A large number of block-adaptive-filtering algorithms have been developed during the past two decades. All this work has sprung mainly from a number of seminal papers, which appeared in the late 1970s and early 1980s [28], [29], [37], [38], [39], [121], [133]. Ever since, intensive research has been done in several directions. Depending on the domain of implementation, the block-adaptive techniques can be classified as frequency (or transform) domain and time domain, respectively. The transform domain techniques have been summarized in an excellent survey paper by Shynk [49] in 1992. A list of relevant papers, that have been reported since then, is given in "Accelerating the Adaptive Gradient Methods," and also in the companion article in this issue of IEEE Signal Processing Magazine [36].

In this section, we are mainly concerned with efficient block implementations in the time domain. Although FFT may still be used as a tool for fast computation of the involved convolutions, the filtering operations and the filter updating is done in the time domain. In the first part of this section, the so-called block-exact techniques are presented. This is a relatively new trend in block-adaptive filtering, which deserves attention, since it offers significant computational savings without any loss in performance. In the second part, an effort is made to present briefly, but systematically, the so-called approximate block-adaptive techniques, where the term “approximate” has been used to emphasize the inherent difference with the exact techniques.

Block-Exact Techniques

The distinctive trait of the block-exact techniques is that the resulting block-adaptive algorithms have an exact equivalence with their step-by-step counterparts. In an exact-block algorithm, the filtering errors are computed at every time instant, while the filter taps are updated every N time steps, where N is the block length. However, all these quantities are equal to the respective quantities computed by the corresponding step-by-step adaptive algorithm. Thus, the same estimates are obtained at a substantially reduced complexity. Moreover, such schemes incorporate block sizes much smaller than the filter order, therefore, the delay introduced is small, for most practical applications.

Fast-Exact-Least-Mean-Square Algorithm

The first block-exact algorithm that appeared in the literature was the one in [106]. This scheme, called fast-exact LMS (FELMS), is mathematically equivalent, in the sense described above, to the classical LMS algorithm. Given a data block length N, the goal is to compute e_M(n), based on e_M(n−N), i.e., the estimate corresponding to the beginning of the current data block, and the input/output samples at all time instants n−N, n−(N−1), . . . , n−1, n−0, within the current data block. In order to demonstrate the

The distinctive trait of the block-exact techniques is that the resulting block-adaptive algorithms have an exact equivalence with their step-by-step counterparts.

underlying philosophy of the method, let us consider the filtering operation (33) for the LMS for all time steps. Within the block n−N+1,...,n, we get

\[
e(n−N+1)=\gamma(n−N+1)−x^T_{\text{M}}(n−N+1)e_{\text{M}}(n−N) \tag{92}
\]

... (93)

\[
e(n)=\gamma(n)−x^T_{\text{M}}(n)e_{\text{M}}(n−1) \tag{94}
\]

In the sequel, all e_{\text{M}}(n−k) for k=1,...,n−N+1 are expressed in terms of e_{\text{M}}(n−N), using the LMS update equation. For instance, error e(n−N+3) is easily checked to be given by

\[
e(n−N+3)=\gamma(n−N+3)−x^T_{\text{M}}(n−N+3)e_{\text{M}}(n−N)
−\mu(n−N+1)x^T_{\text{M}}(n−N+3)x_{\text{M}}(n−N+1)\
−\mu(n−N+2)x^T_{\text{M}}(n−N+3)x_{\text{M}}(n−N+2) \tag{95}
\]

Following a similar procedure to all filtering errors and expressing the resulting relations in matrix form we obtain

\[
\text{\bar{e}}_{\text{M}}(n)=\text{\bar{y}}_{\text{M}}(n)−\text{\bar{X}}_{\text{M}}^T(n)e_{\text{M}}(n−N)−S_{\text{N,}M}(n)\text{\bar{e}}_{\text{M}}(n) \tag{96}
\]

where

\[
\text{\bar{e}}_{\text{M}}(n)=[e(n−N+1),..e(n)]^T,
\]

\[
\text{\bar{y}}_{\text{M}}(n)=[\gamma(n−N+1),..\gamma(n)]^T,
\]

and

\[
\text{\bar{X}}_{\text{M},N}(n)=[x_{\text{M}}(n−N+1),..x_{\text{M}}(n)].
\]

Matrix \(S_{\text{N,}M}(n)\) is

\[
S_{\text{N,}M}(n)=
\begin{bmatrix}
0 & 0 & \ldots & 0 & 0 \\
0 & s_1(n−N+2) & 0 & \ldots & 0 \\
0 & 0 & s_2(n−N+3) & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & s_{N−1}(n)
\end{bmatrix} \tag{97}
\]

where

\[
s_i(n)=\mu x^T_{\text{M}}(n)x_{\text{M}}(n−i) \tag{98}
\]
Table 11a. The Block-Exact FNTF Algorithm.

Let \( \mathbf{y} = \mathbf{y}(n-N+1,n+P) \) be the current data block and assume that input-desired output data are available until time instant \( n + P \). Then:

**Part 1. Sample-by-sample computations.**

1.1 Using the prediction part of the stabilized FAEST, compute

\[
\mathbf{s}_{p,i} (i) = \frac{e_p^r (i)}{\lambda \alpha_p^r (i-1)} \left( \mathbf{a}_p (i-1) \right) \quad (i) \in \mathbb{Z}
\]

\[
\mathbf{u}_{p,i} (i) = \frac{e_p^f (i)}{\lambda \alpha_p^f (i-1)} \left( \mathbf{b}_p (i-1) \right)
\]

1.2 Compute the gain error power \( \alpha_p (i) \) \( \forall i \in \{n-N+1,n\} \) using recursion

\[
\alpha_p (i) = \alpha_p (i-1) - \frac{1}{2} \lambda^2 \left[ \epsilon_p (i) \epsilon_p^* (i) + \mathbf{s}_{p,i} (i) \mathbf{s}_{p,i}^* (i) \right]
\]

where

\( i^* = i - M + P \)

and \( x^* \) is the \( n \)-th element of vector \( x \).

1.3 Using recursion (27) compute the gain vector \( \mathbf{w}_M (i) \) only for \( i = n + N + 1 \).

**Part 2. Block computation of the prediction part errors.**

2.1 Using fast-FIR filtering techniques compute the following seed errors (initialization phase)

\[
\epsilon_p^r (n-N+1,1), \epsilon_p^r (n-N+2,2), \ldots, \epsilon_p^r (n+P,P+1)
\]

\[
\epsilon_p^f (n-N+1,1), \epsilon_p^f (n-N+2,2), \ldots, \epsilon_p^f (n+P,P+1)
\]

**Part 3. Block computation of the filtering part errors**

3.1 Using fast-FIR filtering techniques, compute the following seed errors (initialization phase)

\[
e_{m} (n-N+1,1), e_{m} (n-N+2,2), \ldots, e_{m} (n+P,P+1)
\]

3.2 Recursive scheme

For \( i = n+1 \) until \( n+P \):

\[
\epsilon_p^r (i+1,k) = \epsilon_p^r (i,k) + \frac{1}{2} \lambda^2 \left( \epsilon_p^r (i,k) - \epsilon_p^r (i-k+1,k) \right) + \frac{1}{2} \lambda^2 \left( \epsilon_p^r (i,k) - \epsilon_p^r (i-k+1,k) \right)
\]

\[
e_{m} (i+1,k) = e_{m} (i,k) + \frac{1}{2} \lambda^2 \left( e_{m} (i,k) - e_{m} (i-k+1,k) \right) + \frac{1}{2} \lambda^2 \left( e_{m} (i,k) - e_{m} (i-k+1,k) \right)
\]

3.3

\[
\epsilon_m (n) = \begin{pmatrix}
\alpha_M^r (n-N+1) \\
\alpha_M^f (n-N+1)
\end{pmatrix}
\]

**Part 4. Filter block updating.**

4.1 Formation of the involved matrices

For \( j = 1 \) until \( N-1 \):

\[
\mathbf{S}_{m} (n-N+j+1) = \begin{pmatrix}
0 \\
\mathbf{u}_{p,i} (i-1) \mathbf{s}_{p,i} (i-1)
\end{pmatrix}
\]

\[
\mathbf{U}_{m} (n-N+j+1) = \begin{pmatrix}
0 \\
\mathbf{u}_{p,i} (i) \mathbf{s}_{p,i} (i)
\end{pmatrix}
\]

End

Form matrices \( \mathbf{W}_{M,m} (n), \mathbf{S}_{M,m} (n), \) and \( \mathbf{U}_{M,m} (n) \) using their respective definitions.

Then, compute \( \mathbf{w}_m (n) \) by adding the last columns of these three matrices.

4.2 Computation of the block updating term.

4.2.1. Using fast-FIR filtering techniques to perform the multiplication

\[
\mathbf{W}_{M,m} (n) \mathbf{e}_{m} (n)
\]

4.2.2. Perform directly the multiplication

\[
\mathbf{S}_{M,m} (n) \mathbf{w}_{p} (n)
\]

4.2.3. Perform directly the multiplication

\[
\mathbf{U}_{M,m} (n) \mathbf{w}_{p} (n)
\]

4.3 Filter updating

\[
e_{m} (n) = e_{m} (n-N) - \mathbf{W}_{M,m} (n) \mathbf{e}_{m} (n)
\]

\[
+ \mathbf{S}_{M,m} (n) \mathbf{w}_{p} (n) + \mathbf{U}_{M,m} (n) \mathbf{w}_{p} (n)
\]
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Solving (96) with respect to the filtering error vector, the following relation is obtained

$$
\mathbf{e}_N(n) = \mathbf{G}_{N,M}(n) \left[ \mathbf{Y}_N(n) - \tilde{\mathbf{X}}_{M,N}(n) \mathbf{e}_M(n-N) \right],
$$

(99)

where $\mathbf{G}_{N,M}(n) = \left[ \mathbf{S}_{N,M}(n) + 1 \right]^{-1}$.

Now, a block update recursion for the filter $\mathbf{e}_M$ can be easily derived by starting from the step-by-step update of (2) in Table 1a. Writing this equation for all time steps within the current block and combining properly the resulting equations we readily get

$$
\mathbf{e}_M(n) = \mathbf{e}_M(n-N) + \tilde{\mathbf{X}}_{M,N}(n) \mathbf{e}_M(n),
$$

(100)

(99) and (100) constitute the FELMS pair of equations.

The computational savings result from the efficient computation of the above recursions. To this end, observe that the matrix-by-vector product in (99) constitutes a fixed-FIR filtering problem. By properly rearranging the involved entries, this product can be written as

$$
\tilde{\mathbf{X}}_{M,N}(n) \mathbf{e}_M(n-N) = 
\begin{bmatrix}
a_{N-1} & a_N & \ldots & a_{2N-3} & a_{2N-2} \\
-1 & a_{N-4} & a_{N-3} & \ldots & a_{2N-4} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_1 & \ldots & \ldots & a_N \\
a_0 & a_1 & \ldots & a_{N-2} & a_{N-1}
\end{bmatrix}
\begin{bmatrix}
\mathbf{c}^0 \\
\mathbf{c}^1 \\
\vdots \\
\mathbf{c}^{n-N} \\
\mathbf{c}^{N-1}
\end{bmatrix},
$$

(101)

where

$$
\mathbf{a}_i = \left[ a_{i-2N-1} x(n-N+j), x(n-N+j-1), \ldots, x(n+j) \right]^\top,
$$

$$
\mathbf{c}_i = \left[ c_{i-2N-1}, \ldots, c_{i-N}, \ldots, c_{i-M-1} \right]^\top, \quad i=0,1,\ldots,M/N - 1,
$$

and

$$
\mathbf{c}_i = \left[ c_{i-2N-1}, \ldots, c_{i-N}, \ldots, c_{i-M-1} \right]^\top, \quad i=0,1,\ldots,M/N - 1.
$$


The involved matrix has a block-Toeplitz form, and the whole product can be considered an FIR filtering problem with a block filter of length $N$. The fast-FIR filtering technique of [134] can now be applied in a straightforward manner.

The matrix-by-vector product in (100) can also be treated in a similar way, since the same matrix $\mathbf{X}_{M,N}(n)$ is involved. Matrix $\mathbf{G}_{N,M}(n)$, due to the triangular structure of $\mathbf{S}_{N,M}(n)$, can be written in the form

$$
\mathbf{G}_{N,M}(n) = \mathbf{G}_{N,M}(n) \mathbf{G}_{N,M}(n) \mathbf{G}_{N,M}(n) \mathbf{G}_{N,M}(n)
$$

where $\mathbf{G}_{1}(n)$ is an $N \times N$ triangular matrix defined as

$$
\mathbf{G}_{1}(n) = \mathbf{Z}_i(n) + 1
$$

with $\mathbf{Z}_i(n)$ being an $N \times N$ matrix having vector

$$
[-s_{i}(n-N+i), s_{i+1}(n-N+i+1), \ldots, s_{i}(n-N+i+1) 0, \ldots]
$$

in its $i+1$ line, and zeros elsewhere. The scalar quantities $s_{i}(k)$ can be computed via a set of easily derived recursive relations [106].

As it can be readily seen by inspecting (99) and (100), the whole formulation of FELMS would be exactly the same as that of conventional BLMS if matrix $\mathbf{S}_{N,M}(n)$ were equal to the identity matrix. In fact, as the authors in [106] suggest, different approximations of this matrix lead to a whole family of algorithms, with BLMS being one of its members. The computational complexity of the basic formulation of FELMS, as given by (99) and (100), is significantly reduced with respect to that of LMS. The number of operations per output, assuming $N=2^m$ and $M=Q \times N$, is given by the following formulae

$$
2 \left( \frac{3}{2} \right)^m Q + \left( \frac{3}{2} \right)^m + \left( \frac{1}{2} \right)^m \quad \text{MUPI}
$$

(102)

$$
2 \left( \frac{3}{2} \right)^m Q + 4 \left( \frac{3}{2} \right)^m + 2 \left( \frac{3}{2} \right)^m \quad \text{ADIPI}
$$

(103)

where MUPI and ADIPI stand for multiplications per time instant (step) and additions per time instant, respectively.

### Block-Exact-Fast-Newton Algorithm

As was the case with the LMS, a block-exact version of the fast-newton-transversal-filtering algorithm has also been derived in [107] and [108]. The respective algorithm, called block-exact FNTF (BEFNTF) is summarized in Table 11a. The derivation of BEFNTF is quite lengthy, and here we will focus on the main points that reveal the basic philosophy behind the method. Recall from “Fast-Adaptive Transversal Algorithms” the filter update formula written in terms of the dual-Kalman gain and the a posteriori error

$$
\mathbf{c}_M(n) = \mathbf{c}_M(n-1) + \mathbf{w}_{M,p}(n) \mathbf{e}_M(n)
$$

(104)

Note that the autocorrelation matrix $\mathbf{R}_M(n-1)$, involved in the Kalman gain vector is computed in the FNTF sense. Writing recursion (104) in $N$ successive time steps
The efficient computation of the block-updating term is the most important task in the algorithm because it refers to the most computationally thirsty part of the FNTF algorithm.

and combining the resulting equations we can express $c_M(n)$ in terms of $c_M(n-N)$ as follows

$$c_M(n) = c_M(n-N) + G_{M,N}(n)e_n(n),$$

$n=0, N, 2N, \ldots$

(105)

where

$$G_{M,N}(n) = [w_{M1}(n-N+1), \ldots, w_{MN}(n)]$$

(106)

$$e_n(n) = [e_M(n-N+1), \ldots, e_M(n)]^T$$

(107)

The above equations set the framework within which the derivation of the BEPNTF algorithm is evolved. The filter taps vector is to be updated $N$ steps ahead. To this end, the block-updating term $G_{M,N}(n)e_n(n)$ must first be computed. Note that the efficient computation of the block-updating term is the most important task in the algorithm because it refers to the most computationally thirsty part of the FNTF algorithm (i.e., the filtering part). The efficient computation of the involved matrix-by-vector product is based on a fast scheme for the computation of the exact filtering error vector $e_M(n)$, and a proper transformation of matrix $G_{M,N}(n)$ (called henceforth gain matrix).

Let us denote again as $[n-N+1, n]$ the current data block. Having assumed filter $c_M(n-N)$ to be available, the goal is to compute $c_M(n)$ via (105). The first step is to compute the exact a posteriori filtering errors $e_M(n)$ at time steps $i = n-N+1, \ldots, n$. To this end the following matrix is formed

$$
\begin{bmatrix}
  e_M(n-N+1) \\
  e_M(n-N+2) \\
  \vdots \\
  e_M(n) \\
  e_M(n-1) \\
  e_M(n-2) \\
  \vdots \\
  e_M(n-N) \\
\end{bmatrix}
$$

(108)

where

$$e_M(i; k) = y(i) - x_M(i) c_M(i-k)$$

(109)

is the a priori filtering error at time $n$ based on the filter estimated at time $i=k$, i.e., $c_M(i-k)$.

All the diagonal elements of the above triangular matrix are defined in terms of the filters $c_M(n-k)$, Thus, these error variables can be directly computed by their definition. Then, by properly combining the filter update recursion as well as the step-up and step-down relations of FNTF, an efficient-order-recursive (Schur type, [10]) scheme is derived. This scheme computes all the remaining errors of the above matrix. That is, at each row, the recursive scheme starts from the respective diagonal element and runs backwards up to its leftmost element (see 3.1 and 3.2 of the algorithm of Table 11a). The required one-step-ahead, a priori filtering errors are the elements of the first column of the matrix in (108). In fact, in relation (105), the a posteriori filtering errors are required. These can easily be computed from their a priori counterparts (see 3.3 of the algorithm of Table 11a).

Note that several quantities associated with the forward and backward prediction problem of order $P$ are needed in the above scheme. Some of them are computed in a similar way as above, i.e., via a Schur-type scheme (see Part 2), while some others are computed in Part 1 of the algorithm, using the prediction part of the stabilized FAEST algorithm.

Notice that the initialization phase of the Schur-type scheme of Part 2 requires the computation of a priori prediction errors based on the estimates of the predictors at time $n-N$. These errors may be computed using either fast-FIR filtering techniques, as the one suggested in [134], or FFT-based techniques. The initialization phase of the Schur scheme of Part 3 must be treated in a different manner because the involved convolution is of a particular type. This is due to the fact that the filter length $M$ may be several times longer than the block length $N$, hence, only a few outputs relative to the filter length are required. An FFT-based efficient scheme is proposed in [107] and [108] for computing efficiently this particular type of convolutions.

Having computed the filtering error vector in Parts 2 and 3 of the algorithm, the next step is to compute the block-updating term. The columns of the involved gain matrix $G_{M,N}(n)$ are, by definition, the Kalman gain vectors of order $M$ for all time steps within the current block. Properly combining the gain update relations of FNTF for all the involved time steps, it can be shown that the gain matrix $G_{M,N}(n)$ can be written as a sum of three matrices

$$G_{M,N}(n) = W_{M,N}(n) + S_{M,N}(n) - U_{M,N}(n)$$

(110)

All three matrices are, once more, of a special form that can be exploited from a computational point of view. The columns of matrix $W_{M,N}(n)$ are shifted versions of the gain vector at time $n-N+1$, thus, it lends itself to efficient matrix vector computations of the FIR filtering type. Matrices $S_{M,N}(n)$ and $U_{M,N}(n)$ are associated with the forward and backward predictors respectively, and their columns are computed recursively (see Part 4.1 of the algorithm). Since it is assumed that $\Phi << M$, each of these two matrices contains only a small fraction of nonzero terms.

Overall, a significant saving in complexity is offered as compared to the step-by-step FNTF. The main savings stem from:

- The efficient computation of the filtering errors using the Schur-type schemes.
The efficient computation of the involved matrix-by-vector products using fast-FIR filtering techniques.

The total complexity of the algorithm of Table 11a places all the involved convolutions are computed using the FFT-based techniques suggested in [107] and [108] for fast-FIR filtering. is, given by

\[ M_{\text{mu}} = 12P + 3N + \frac{P}{N}(7P - 5) + \frac{M}{N}(5N - 1) + \frac{2P^2}{N} + 4P + 4 \text{ MUPI} \]  

(111)

and

\[ A_{\text{mu}} = 14P + 4N + \frac{P}{N}(21P - 3) + \frac{M}{N}(15N + 6) + \frac{2P^2}{N} + 12P + 3V \text{ ADPI} \]  

(112)

where \( N = 2^v \) and \( P = 2^p \).

**Block-Exact Stabilized FTF**

Block-exact implementations of the fast-RLS scheme have been developed in [136] and [137]. Their algorithm has been called fast-sub-sampled-updating stabilized FTF (FSU-SFTF). The FSU-SFTF algorithm is based on the stabilized version of the FTF algorithm [69].

The derivation of the FSU-SFTF algorithm is based on the interpretation of the FTF (and SFTF) algorithm as a successive application of rotation matrices to a specific set of filters. Indeed, all the one-step-ahead, filter-update relations of SFTF can be compactly written in the form

\[
\begin{bmatrix}
    w_{L}^T(n) & 0 \\
    1 & a_{L}^T(n) \\
    b_{L}^T(n) & 1 \\
    c_{L}^T(n) & 0
\end{bmatrix}
\begin{bmatrix}
    0 & w_{L}^T(n-1) \\
    1 & a_{L}^T(n-1) \\
    b_{L}^T(n-1) & 1 \\
    c_{L}^T(n-1) & 0
\end{bmatrix}
= \Theta(n)
\begin{bmatrix}
    0 & w_{L}^T(n-N) \\
    1 & a_{L}^T(n-N) \\
    b_{L}^T(n-N) & 1 \\
    c_{L}^T(n-N) & 0
\end{bmatrix}
\]  

(113)

where \( \Theta(n) = 4 \times 4 \) block-rotation matrix defined as

\[
\Theta(n) = \Theta_4(n) \Theta_3(n) \Theta_2(n) \Theta_1(n)
\]  

(114)

The 4×4 rotation matrices \( \Theta_j(n), j=1,2,3,4 \) are in turn given by

\[
\Theta_1(n) = \begin{bmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & a & 0 & 1 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
\Theta_2(n) = \begin{bmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
\Theta_3(n) = \begin{bmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & a & 0 & 1 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
\Theta_4(n) = \begin{bmatrix}
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 \\
    0 & a & 0 & 1 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

(115)

where \( a \) is the filtering error \( e_{L}(n) \); \( b \) is the backward-prediction a posteriori error \( e_{L}^T(n) \) (computed in terms of the a priori one); \( c \) is the element \(-w_{L}^T(d)(n)\) of the Kalman gain vector; \( d \) is the a posteriori forward-prediction error \( e_{L}^T(n) \); and finally, \( e_{L}^T(n) = e_{L}^T(n-1) + \alpha \Delta^2 e_{L}^T(n-1) \), with \( \Delta \) being the power of the Kalman gain output. All these quantities are computed like the SFTF in terms of the filters at time \( n-1 \).

Writing (113) for \( N \) consecutive time steps, within the current block, and combining the resulting relations, the following can be easily obtained

\[
\begin{bmatrix}
    w_{L}^T(n) & 0 & 1 & a_{L}^T(n) \\
    b_{L}^T(n) & 1 & 0 & 0 \\
    c_{L}^T(n) & 0 & 1 & 0
\end{bmatrix}
= \Theta(n; N)
\begin{bmatrix}
    0 & w_{L}^T(n-N) \\
    1 & a_{L}^T(n-N) \\
    b_{L}^T(n-N) & 1 \\
    c_{L}^T(n-N) & 0
\end{bmatrix}
\]  

(117)

where \( \Theta(n; N) = 4 \times 4 \) block-rotation matrix, which is defined as the product of all intermediate step-by-step rotation matrices, i.e.,

\[
\Theta(n; N) := \Theta(n) \Theta(n-1) \ldots \Theta(n-N+1).
\]  

(118)

The computation of the above rotation matrix requires the one step-ahead filtering and prediction error variables for all time steps within the block. Using the filter estimates at time \( n-N \), the multi-step-ahead filter outputs over the next \( N \) time instants can be computed. Then,

<table>
<thead>
<tr>
<th>Table 11b. The FSU-SFTF Algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using fast-FIR filtering techniques compute the quantities:</td>
</tr>
<tr>
<td>( e_{L}^T(n-n) ), ( e_{L}^T(n-n) ), ( e_{L}^T(n-n) ), ( d_{L}^T(n-n) ).</td>
</tr>
<tr>
<td>Input: ( \Theta(j), j=n-N+1, \ldots )</td>
</tr>
<tr>
<td>Output: ( \Theta(i), i=n-N+1, \ldots )</td>
</tr>
<tr>
<td>Input: ( e_{L}^T(n-n) ), ( e_{L}^T(n-n) ), ( e_{L}^T(n-n) ), ( d_{L}^T(n-n) ).</td>
</tr>
<tr>
<td>Output: ( \Theta(j), j=n-N+1, \ldots )</td>
</tr>
<tr>
<td>Input: ( \Theta(n; N) )</td>
</tr>
<tr>
<td>Output: ( \Theta(n; N) )</td>
</tr>
<tr>
<td>Part 4. Block updating of the involved filters.</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix}
    w_{L}^T(n) & 0 & 1 & a_{L}^T(n) \\
    b_{L}^T(n) & 1 & 0 & 0 \\
    c_{L}^T(n) & 0 & 1 & 0
\end{bmatrix}
= \Theta(n; N)
\begin{bmatrix}
    0 & w_{L}^T(n-N) \\
    1 & a_{L}^T(n-N) \\
    b_{L}^T(n-N) & 1 \\
    c_{L}^T(n-N) & 0
\end{bmatrix}
\]  

(116)
based on these filter outputs, and using the so-called SFTF-Schur algorithm [136], the required one-step-ahead error quantities can be computed for each time instant within \([n-N,n]\).

The FSU-SFTF algorithm is summarized in Table 11b. From the form of the computations involved in Part 1 of the algorithm, it is easily seen that fast-FIR filtering techniques can be directly applied. Efficient convolution methods are also applied in Part 4 of the algorithm. Due to the shifting properties of the Kalman gain in (117), all the quantities involved in this block-updating recursion are transformed in the Z-domain, and the filters are associated with polynomials. The resulting structure involves 12 convolutions of an \(N\)-order polynomial with an \(M\)-order polynomial. If the orders of the polynomials are relatively large, as it is often the case in many practical situations, the convolutions may be implemented efficiently using FFT-based techniques.

The total computational complexity of the FSU-SFTF algorithm equals

\[
(17+8M+1)\frac{\text{FFT}(2N)}{N} + 32M+10N \quad \text{MUPI},
\]

where the FFT is performed using the split-radix technique. Hence, \(\text{FFT}(2N)\) is equal to \(N \log_2 (2N)\) real multiplications for real signals [140]. Only the number of multiplications per sample is given above. The number of additions is somehow higher [137].

Block-Exact RLS: A block-exact version of the classical RLS algorithm, the so-called fast-subsampled-updating RLS (FSU-RLS) algorithm, has been developed in [138]. Its derivation evolves in a different path than FSU-SFTF, and it is worth pointing out that the resulting computational load is similar to that of FSU-SFTF.

To illustrate the complexity of the block-exact algorithms considered so far, let us consider an FIR filter with length \(M=2048\), which is not atypical for acoustic echo-cancellation applications. For a block length \(N=128\), FELMS requires 738 multiplications per sample; the BEFNTF requires 1140 multiplications per sample, for a prediction order \(P=14\); and the FSU-SFTF requires 3208 multiplications per sample.

**Block-Exact Affine-Projection Algorithm**

A block-exact version of the fast-affine-projection algorithm has been developed recently [98]. The derivation of the algorithm follows the same line as the one for FELMS. Let the filter length \(M\) be an integer multiple of the projection order \(L\). The algorithm is based on the auxiliary filters \(h_{ML}(n), q_L(n)\), defined in Table 11, and the associated error variable \(e^b(n)\) for all time instants \(n-N+1,\ldots, n\), within the current block, i.e.,

\[
e^b(n-i)=y(n-i)-x^T(n-i)h_{ML}(n-i),
\]

\(i=N-1,N-2,\ldots,0\). \hspace{1cm} (120)

Combining the update equation for \(h_{ML}(n)\) given in Table 11, with the above set of equations, the following block recursion is obtained

\[
\overline{e}^b_{ML}(n)=\overline{y}_{ML}(n)-\overline{X}_{ML}(n)h_{ML}(n-N) - S_{NN}(n-N+1)q_L(n)
\]

\hspace{1cm} (121)

where

\[
\overline{e}^b_{ML}(n)=[e^b(n-N+1)e^b(n-N+2)\ldots e^b(n)]^T
\]

\hspace{1cm} (122)

and matrix \(S_{NN}(n-N+1)\) is a time-delayed version of \(S_{NN}(n)\), as defined in (97) for the FELMS. The filtering errors \(\epsilon(n-\tau)\) within the current block are then estimated via

\[
\epsilon(n-\tau)=e^b(n-\tau)+x^T_L(n-\tau)q_L(n-\tau-1),
\]

\(\tau=0,1,\ldots,N-1\) \hspace{1cm} (123)

and the block update recursion for \(h_{ML}(n)\) is given by

\[
h_{ML}(n)=h_{ML}(n-N)+\mu\overline{X}_{ML}(n)q_L(n)
\]

\hspace{1cm} (124)

The computational savings are obtained by performing the involved convolutions in (123) and (124), in the same efficient way as FELMS.

**Approximate Block Implementations in the Time Domain**

The generic block version of an adaptive algorithm can be cast as a generalization of (28), i.e.,

\[
c_{ML}(n)=c_{ML}(n-N)-\mu(n)W(n)g_{ML}(n),
\]

\(n=0,1,\ldots,2N\ldots\) \hspace{1cm} (125)

where \(N\) is again the block size and \(g_{ML}(n)\) is an estimate of the gradient at time instant \(n\), i.e.,
\[ g_M(n) = \tilde{V}_{e_M(n-N)}(\tilde{c}_n[n]) \]  

(126)

By different choices of matrix \( W(n) \) and gradient vector \( g_M(n) \), the block versions of the various algorithms considered in "Stochastic Approximation Methods" can be obtained.

**Block LMS**

Assuming \( W(n)=I \), and the expectation operator in (126) to be the sliding-window approximation as in (39), the block-LMS (B-LMS) algorithm results, i.e.,

\[ c_M(n) = c_M(n-N) + \mu(n)\tilde{X}_{M,l}(n)\tilde{c}_L(n)n-N) \]

\[ n=0, N, 2N, \ldots \]  

(127)

\[ \tilde{c}_L(n)n-N) = \tilde{V}_L(n) - \tilde{X}_{M,l}(n)c_M(n-N) \]  

(128)

In other words, the update direction for this case is given by

\[ v(n) = -g_M(n) = -\frac{1}{2}\tilde{X}_{M,l}(n)\tilde{c}_L(n)n-N) \]  

(129)

The product \( \tilde{X}_{M,l}(n)\tilde{c}_L(n)n-N) \) can be computed via fast convolutional schemes [49].

Observe that two design variables are associated with these algorithms, namely the update block length \( N \) and the length of the data size memory, \( L \). Most of the early algorithms used \( L=N \), and in particular, \( L=N=M \). The emancipation from this constraint requires more sophisticated techniques to compute convolutions than a straightforward FFT.

As it was the case with the sample-by-sample versions, \( \mu(n) \) can be chosen as either constant or time-varying. In the latter case, line search schemes have been adopted to optimize convergence speed, and the resulting step size is given by

\[ \mu(n) = \frac{1}{2}\tilde{c}_L(n)n-N)H\tilde{c}_L(n)n-N) \]  

(130)

where

\[ H = \tilde{X}_{M,l}(n)\tilde{X}_{M,l}(n) \]

The resulting scheme is known as optimum-block-adaptive (OBA) algorithm [30]. Note that the step size in the OBA algorithm is the same for all the adaptive filter coefficients. Efforts to use different step sizes for the various coefficients have also been made [31], [32].

Another path to accelerate the convergence speed of the B-LMS family is to use suitably chosen unitary transformations of the input signal, as it was the case with the sample by sample versions (see "Accelerating the Adaptive Gradient Methods"). In such cases, the update direction should be

\[ v(n) = S\tilde{X}_{M,l}(n)\tilde{c}_L(n)n-N) = U_{M,l}(n)\tilde{c}_L(n)n-N) \]  

(131)

which finally results in the counterparts of (57) and (62), i.e.,

\[ \tilde{c}_M(n) = \tilde{c}_M(n-N) + \mu(n)R_{T0}(n)U_{M,l}(n)\tilde{c}_L(n)n-N) \]  

(132)

\[ \tilde{c}_L(n)n-N) = \tilde{V}_L(n) - U_{M,l}(n)\tilde{c}_M(n-N) \]  

(133)

The distinct difference between the approximate-block algorithms, and the block-exact versions, is that in the former schemes, the involved errors are computed in terms of the filter estimate, corresponding to the beginning of each block. In contrast, the block-exact versions use the true errors, at the various time instants within each block.

**Block-Quasi-Newton Techniques**

These schemes result from the generic form (125) for gradient \( g_M(n) \) as in (129), and for \( W(n) \) having any of the forms discussed in "Adaptive Quasi-Newton Algorithms.

A well-known scheme is obtained by assuming Toeplitz approximation of matrix \( W(n) \), as in (78), and is known as a self-orthogonalizing, block-adaptive filter (SOBAF) [81]. The computational complexity of the SOBAF algorithm is \( O(M) \) per time step. However, if instead of the Levinson algorithm, the FFT-based technique of [141] is applied to the solution of the involved Toeplitz system, then the complexity reduces to \( O(\log M) \).

The pre-conditioning techniques that recently appeared in [90], [142] can also be set in the same context as the SOBAF technique and, in fact, they can be regarded as self-orthogonalizing methods. The Toeplitz pre-conditioned OBA (TOBA) algorithm in [90] has a similar form as SOBAF, with the additional feature of a time-varying step size, which is chosen to minimize the block MSE. Furthermore, it is suggested that circulant pre-conditioners can be employed. The latter technique is
slightly inferior to TOBA, but it lends itself to very efficient implementations.

Another choice is to use in place of $W(n)$ a pseudo-inverse matrix, similar in form to that given in (79), resulting in

$$\mathbf{c}_M(n) = \mathbf{c}_M(n-N) + \mu \mathbf{X}_{M,L}(n)$$

$$\left[\mathbf{X}_{M,L}^T(n) \mathbf{X}_{M,L}(n)\right]^{-1} \mathbf{e}_L(n|\mu-N).$$  \hfill (134)

This algorithm is, in fact, a block version of the affine-projection algorithm. The above block update (with $\mu=1$) first appeared in [143]. The same block-adaptive algorithm was rederived in [32], but using different arguments. In fact, the authors in [32] derived a block APA in an effort to develop a BLMS with time-varying step size and no constraints in the block length with respect to the filter order. The resulting algorithm is equivalent to the block APA of [143] for $N \leq M$. In their algorithm, called the general-optimum-block-adaptive (GOBA) algorithm, the correction term in the block update recursion of BLMS is chosen to minimize the squared norm of the a posteriori error vector. This constitutes an interesting alternative interpretation of the block APA. In [99], the same block structure is reinvestigated, and a step size is added to the correction term, resulting in the form given in (134). Note that the block update in (134) contains as extremal cases the normalized-block LMS and the block RLS. The step size $\mu$ can be controlled according to the squared norm of the estimation error within the current block. As suggested in [99], the computational complexity can be further reduced by applying the generalized Levinson algorithm [144] for the solution of the system

$$\left[\mathbf{X}_{M,L}^T(n) \mathbf{X}_{M,L}(n)\right]^{-1} \mathbf{e}_L(n|\mu-N),$$

which is involved in the correction term of the above recursion.

An alternative path was followed in [145]. In the scheme derived there, matrix $W(n)$ is replaced by an approximation of the inverse autocorrelation matrix involved in the FNTF. By adopting the assumption that the input autocorrelation matrix does not practically change within a time interval of at least $M$ steps, the banded structure of the inverse autocorrelation matrix can be further simplified. Note that the same reasonable assumption was made in [82] for the derivation of the step-by-step FQN algorithm. The block recursion of the resulting algorithm is given by

$$\mathbf{c}_M(n) = \mathbf{c}_M(n-N) + \mu \left( \mathbf{p}_M^1(n) + \mathbf{p}_M^2(n) \right),$$  \hfill (135)

where

$$\mathbf{p}_M^1(n) = \begin{bmatrix} \mathbf{X}_{P,L}(n) \mathbf{e}_L(n|\mu-N) \\ 0_{M-P} \end{bmatrix}$$  \hfill (136)

and

$$\mathbf{p}_M^2(n) = \mathbf{C}_{M,M-P}(n) \mathbf{C}_{M,M-P}^T(n) \mathbf{X}_{M,L}(n) \mathbf{e}_L(n|\mu-N).$$  \hfill (137)

The matrix $\mathbf{C}_{M,M-P}(n)$ is circulant and its columns are shifted versions of the $P$-th order backward prediction filter, which, according to the above assumption, remains constant for $M$ steps. The two correction vectors $\mathbf{p}_M^1(n)$ and $\mathbf{p}_M^2(n)$ can be efficiently computed using fast convolution techniques. Note that the second correction vector is formed as a succession of three convolutions. The FFT-based implementation of the above block-adaptive algorithm has a complexity comparable to that of BLMS, offering, however, a considerably faster convergence.

**Simulation Results**

Simulation results from typical system identification experiments will be presented in this section. We have compared the performance of the main algorithmic techniques...
discussed in the previous sections. From the several variations of these algorithms, we have chosen to experiment with well-established sample-by-sample versions. Obviously the results from this performance comparison are valid for their block-exact counterparts as well.

The input time series used in the first experiment was a stationary AR process of order 14. The AR parameters used to generate this process were those estimated (using standard techniques) from a segment of real speech corresponding to the Greek phoneme "ε". This AR process was used as input to an FIR system of order 256. The impulse response was a typical impulse response of the acoustic echo path of a car enclosure. At the output of the FIR system white Gaussian noise was added, resulting in an SNR equal to about 30 dB. Thus, the noise contaminated output of the system is given by

\[ y(n) = \sum_{i=1}^{256} h_i x(n-i+1) + \eta(n), \]

(138)

where \( x(n) \) are the input samples of the AR(14) process, \( h_i \) are the unknown system impulse response coefficients and \( \eta(n) \) are the additive noise samples. The systems changed at time instant \( n=25000 \) from \( h \) to \( -h \). The unknown FIR system was estimated using:

- The modified stabilized-FRLS algorithm, Table 7, with \( M=256, \lambda=9999 \), and \( \rho=99999 \)
- The modified FNTF algorithm, Table 9, with \( M=256, P=14, \lambda=9999 \), and \( \rho=99999 \)
- The APA algorithm, Table 10, with \( M=256, L=14, \mu=2, \) and \( \delta=10^{-4} \)
- The NLMS algorithm, Table 1, with \( M=256, \alpha=0.5 \), and \( \beta=10^{-4} \)
- The power-normalized transform-domain LMS, Table 3d, with \( M=256 \)

The filtering error power for each case was computed by averaging the squared instantaneous filtering errors over an exponentially decaying window, with effective memory equal to 128 time instants. The simulation results are shown in Figs. 2 and 3.

In the second series of experiments, the input time series is a real nonstationary speech signal taken with a sampling frequency of 8 kHz. The acoustic path is the same as the one used before. At the output of the acoustic path a white noise with SNR = 20 dB was added.

Note that identifying the unknown system is equivalent to reducing the acoustic echo, which disturbs normal speaking. From the total squared filtering error curves we have subtracted the output noise in order to focus on the misadjustment itself, i.e., the residual echo. Before showing the main results of this experiment and in order to emphasize the previous point, we have plotted, as an example, the MSE and the residual echo curves for two of the above algorithms. The MSE plots in Fig. 4 may lead to the erroneous conclusion that both algorithms converge to the same steady state error, and therefore, what it remains is to compare their initial convergence perfor-

mance. However as shown in Fig. 5, the residual echo curves are well separated by almost 5 dB. Thus, the presence of the external noise, which is usually the dominating component, may be a misleading factor for performance comparisons.

The final results, concerning the convergence and tracking performance of NLMS, stabilized fast RLS, the FNTF, and APA, are plotted in Figs. 6 and 7. In the case of Fig. 6, the unknown system remains invariant, while, in the case of Fig. 7, the systems changes at time instant \( n=25000 \) from \( h \) to \( -h \). In each figure, the magenta curve corresponds to the measured echo while the blue, yellow, red, and green curves correspond to the residual echo signals of stabilized fast RLS, NLMS, FNTF, and APA, respectively. The window size here was taken equal to 128 and the steady-state residual errors were always the same. The filtering order in all cases was 256, while the prediction order for FNTF as well as the projection order for APA were both equal to 16. The forgetting factor for both stabilized fast RLS and FNTF was equal to 0.9984. The step sizes for NLMS and APA were chosen equal to 0.4096 and 0.012, respectively. Soft-constrained initialization was used in the case of stabilized fast RLS and FNTF with initial values equal to \( \sigma_0 \) and \( 100\sigma_0 \), respectively, where \( \sigma_0 \) is an estimate of the input power.

From the above simulations one can conclude that:

- The use of preconditioning on the LMS greatly improves its performance.
- The fast RLS, the FNTF, and the APA exhibit comparable performance, provided that the trimming parameters are properly tuned in each case, so that all methods result in approximately the same steady-state error that guarantees a fair comparison of the schemes.

Conclusion

In this article, a unified view of algorithms for adaptive transversal FIR filtering and system identification has
been presented. Wiener filtering and the stochastic approximation are the origins from which all the algorithms have been derived, via a suitable choice of iterative optimization schemes and appropriate design parameters. Following this philosophy, the LMS algorithm and its offsprings have been presented and interpreted as stochastic approximations of iterative deterministic steepest descent optimization schemes. On the other hand, the RLS and the quasi-RLS algorithms, like the quasi-Newton, the FNTN, and the APA algorithm, have been derived as stochastic approximations of iterative deterministic Newton and quasi-Newton methods. Fast implementations of these methods have been discussed. Block-adaptive, and block-exact adaptive filtering have also been considered. The performance of the adaptive algorithms has been demonstrated by computer simulations, in the context of the acoustic echo cancellation and system identification.
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