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Module U9
Moments & Expectations

Primary Author: 
James D. McCalley, Iowa State University

Email Address: 
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Last Update: 
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Prerequisite Competencies: Discrete and continuous random variables, modules U6 & U7

Module Objectives:
1. To compute moments about the origin and about the mean for discrete and continuous random variables


2. To relate an intuitive understanding of expected values and variances to moments.

Overview 
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In statistics, probability density functions (PDFs) exhibit a special set of characteristics that determine the overall shape of the PDF. The names given to these characteristics are moments. You have undoubtedly heard of and thought of moments in past, probably just calling them by a different name. Terms like “the average”, “the mean”, and “the standard deviation” are all terms frequently used in an engineering environment. Each of these terms are also mathematical definitions equivalent to, or derived from, specific moments of some probability density or probability mass function (PDF or PMF). We can get a feel for moments by first looking at a random variable X described by the PDF shown below.

Figure U9.1 Graph to Illustrate Expected Value

We notice certain things about the above plot:

1. The plot is of two variables (x,y). The variable x is independent, while the variable y is dependent.

2. The “center” of the graph is on the origin.

3. Then graph is symmetric about the origin.

4. Most of the area under the curve is concentrated in the “middle” portion of the graph.

U9.1 
Expected Value
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The expected value of a PDF is one of the most widely used properties in Statistics. It is known by several terms: the first moment, the mean, the average. Most of these terms have attached to them some type of mental connotation. “Balance point”, “centroid”, and “center of mass” are terms that come to mind and are also mathematically associated with notion of the expected value of a random variable.

The expected value of a random variable X can be thought of as the average of all values the random variable assumes if the experiment characterized by the random variable is repeated an infinite number of times.

Of course, no experiment can actually be repeated an infinite number of times. Therefore, we say that the average of values approaches the expected value as the number gets large.

Example: Consider the experiment of tossing a coin; assume that if we get heads, we get $2.00; if we get tails, we get $1. Now toss the coin. How much money can we expect to receive ?

Let the random variable be the amount of money we get on a toss, denoted by X. Thus X may be X=2 or X=1. For each toss, the probability of getting $2 is 0.5 and the probability of getting $1 is 0.5. For the first toss, we would expect to receive on average if the “first toss” was repeated many times, an amount of money equal to:
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If we were to toss the coin 500 times, we would have the same expectation each time, and so the amount of money expected for 500 tosses would be 
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The concept of expected value can be illustrated by taking a look at a simple game of chance : In our imaginary game we have the set of all integers 1 to 100, inclusive, inscribed on one hundred ping-pong balls. In our game we pick a ball from our randomizer, such as one of those seen during PowerBall drawings. (Ours, of course, has been modified so that it may accommodate 100 balls, not merely 36.) If the ball our player picked has on it a number (1-50), then our player receives 100 dollars. If it has a number (51-100) on it, then our player receives no reward. Intuitively, the expected value for this game is :
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(U9.1)

That is, if our player were to play the game a large number of times he/she could expect to get a reward of 50 dollars per play, on the average. Let us now say that the game is altered so that there are five different outcomes (number ranges) and a reward associated with each of them. The outcome-reward table that describes the terms of the game is given below.

	Range
	Reward
	Probability

	1-50
	2.00
	50/100 or 0.5

	51-80
	5.00
	30/100 or 0.3

	81-95
	10.00
	15/100 or 0.15

	96-100
	50.00
	5/100 or 0.05


The expected value for a play in this game is determined in a way similar to the way it was determined in the last game. We simply add together the products of each reward multiplied by the likelihood that it will happen. In equation form: 
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(U9.2)

A couple of points about the above two examples need to be made.

1. The coefficients multiplied by each of the possible rewards sum to one. This is necessarily true. It must be true because each of the coefficients is the probability that the ball drawn from the randomizer will be within the range associated with that coefficient. Since each ball in the randomizer fits into one and only one of the defined ranges, the sum of the probability coefficients must equal the probability that a ball drawn is one of the balls in the randomizer. This probability, of course, is one.

2. There are as many terms in the expected value summation as there are possible outcomes of game. This, again, is necessarily true if each possible outcome is to be represented in the calculation of expected value.

U9.1.1 
Expected Value for a Discrete Random Variable

A general definition of expected value for a discrete random variable follows naturally from the above discussion.
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(U9.3)

Where: 

1. “all of i” is the indexing of all possible outcomes.

2. 
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 is the reward if the ith outcome happens.

3. 
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 is the probability that the ith outcome will occur, which can also be expressed as the probability mass function 
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U9.1.2 
Expected Value for a Continuous Random Variable

With the definition for the discrete random variable in mind we can extrapolate our definition to guess the definition for the continuous random variable. If we let the number of possible rewards (outcomes) go to infinity the probability distribution functions associated with random variable will become continuous. The summation to determine expected value becomes an integral to determine expected value. A definition of expected value for a continuous random variable is as follows:
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(U9.4)

where : 

1. “all of i” is the indexing of all possible outcomes.

2. 
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x

 is the reward if the ith outcome happens.

3. 
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 is the PDF

U9.2 
Definition 

A definition of moments is as follows. The rth moment (denoted 
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) about the origin of a random variable X is the expected value of 
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. Mathematically,
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(U9.5)

for a discrete random variable and
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(U9.6)

for a continuous random variable. With this definition in mind we can now see that the expected value of a random variable is the first moment of the random variable about the origin, 
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. This is also the mean, and we will denote it as 
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The rth Moment (denoted 
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) about the mean of a random variable X is slightly different. It is equal to the expected value of 
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(U9.7)

for a discrete Random Variable and
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(U9.8)

for a continuous Random Variable. 

U9.3 
Variance

Where the expected value, or first moment, of a random variable provides the “centroid” or “balance point”, there is another widely used value that is also derived from the definition of moments. The second moment, or variance, of a random variable is important because it is indicative of the “spread” or “dispersion” of a random variable. In other words, the variance tells how concentrated about the expected value the distribution is. A lower (closer to zero) variance means the distribution is concentrated tightly around the expected value. A higher (further form zero) variance means the distribution is concentrated loosely around the expected value.

Two examples are shown in Fig U9.2 and U9.3.

Variance is also denoted by the symbol
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. The positive square root, 
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, of the variance is called the standard deviation of a random variable.

The variance of a continuous or discrete random variable can be calculated as follows:
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Eq. (U9.9) comes from use of eq. (U9.8) in the following way:
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So the variance is equal to the second moment about the origin minus the square of the mean.
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Figure U9.2 High-Variance Example
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Figure U9.3 Low-Variance Example

U9.4 Moments for Bivariate Case
The mn-th joint moment about the origin is:
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The mn-th joint moment about (a,b) is:


[image: image27.wmf]ò

ò

¥

¥

-

¥

¥

-

-

-

=

-

-

dxdy

y

x

f

b

y

a

x

b

Y

a

X

E

Y

X

n

m

n

m

)

,

(

)

(

)

(

]

)

(

)

[(

,


The mn-th moment about the origin, with m=1, n=0, gives E[X]=µX.
Similarly, the mn-th moment about the origin, with m=0,n=1, gives E[Y]=µY.
The mn-th moment about the means, with m=2,n=0, gives E[(X-µX)2]=σX2.

Similarly, the mn-th moment about the origin, with m=0,n=2, gives E[(Y-µY) 2]= σY2.

Correlation: The mn-th moment about the origin, with m=n=1, gives E[XY], the expected value of the product, called the correlation.

Covariance: The mn-th moment about the means, with m=n=1, gives cov[X,Y]=E[(X-µX)(Y-µY)], called the covariance.

Cov[X,Y]=E[XY]- µXµY
So covariance is equal to the correlation minus the product of the means.
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P R O B L E M S


Problem 1

A contractor intends to bid on a job requiring X days to complete, where X is a random variable denoting the number of days for job completion. Her profit, P, depends on X. It is possible that the job will be completed in 3, 4, or 5 days, but no more and no less. The probabilities for completing in these days, and the associated profits, are given in the table below.

	x
	Prob(X=x)
	P(x)

	3
	0.125
	$10,000

	4
	0.625
	$2,500

	5
	0.250
	$-7,000


a. Sketch the probability mass function for the random variable X.

b. Compute the expected values for the random variables X and P.

c. Compute the standard deviations for the random variables X and P.

d. Use one or more of your above answers to explain why a person with $1000 in the bank might decide differently than a person with $6000 in the bank.


Problem 2

I propose to you a game. You roll two die; if the total points (sum of the numbers showing) are 6, 7, or 8, I win, and you pay me $2. If the total points are 4, 5, 9, 10, 11, or 12, then you win, and I pay you $1. (I argue that you should pay me more when I win than I pay you when you win since the chances of you winning are greater than the chances of me winning.) Decide if you want to play.


Problem 3

George wants to buy electric energy. He can buy from company A, B, C, or D, but he must choose only one. George obtains past data on these four suppliers, and he then determines that the prices for some of them have been quite volatile, influenced by the state of the economy. George assesses this data and then forms the table below.

	Energy seller
	Costs ($/MW-hr)

	
	Recession
	Stagnation
	Inflation

	A
	30
	60
	90

	B
	10
	40
	70

	C
	20
	20
	50

	D
	45
	45
	45

	Probability of economic state         (
	0.1
	0.4
	0.5


a) Assuming that George simply wants to minimize his average costs over the long run, determine the expected costs for all energy suppliers. Select the supplier based on minimum expected cost.

b) Assuming that George cannot afford any surprises and therefore wants to minimize his uncertainty, determine the standard deviation for each supplier. Select the supplier based on minimum variance (same as minimum standard deviation).


Problem 4

A lottery sells tickets for $2.00 each. The payoffs and their probabilities for this lottery are given in the table below.

	Probability
	Payoff ($)
	Probability
	Payoff ($)

	0.876
	0
	0.00015
	50

	0.110
	1
	0.000017
	200

	0.012
	2
	0.0000019
	1000

	0.0014
	10
	0.0000002
	1,000,000 (jackpot)


a) Sketch the probability mass function for this random variable; it should be “not to scale.”

b) Compute the expected value of the random variable X.

c) Compute the variance of the random variable X.

d) This lottery typically sells all of its tickets. What can the lottery expect to profit if it prints 4,782,969 tickets?


Problem 5

Your financial consultant outlines two different investment strategies for you, and you must choose one of them.  For each investment strategy, there are four possible outcomes, with “payoffs” and associated probabilities as indicated below. Decide which strategy you want to use, and justify your decision based on calculation of appropriate moments associated with each strategy. Note that a positive payoff means that you will receive money.

.

Strategy 1




Strategy 2                         .

Outcome
Payoff
Prob. of Outcome

Outcome
Payoff
Prob. of Outcome

x1

-2
0.3


y1

-1
0.2

x2

0
0.1


y2

0
0.1

x3

+2
0.4


y3

+1
0.2

x4

+4
0.2


y4

+2
0.5
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