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Module Objectives:
 1. To gain an understanding of a Random Variable


2. To use a probability mass function and a cumulative distribution to compute probabilities related to a discrete random variable.

U6.0 Overview 

A random variable can be either discrete or continuous. We will study the discrete case first and leave the continuous one for Module U7.

U6.1  What is a Random Variable?

The concept of random variable is central to the study of probability because it is through it that we can associate numerical values to the outcomes and to the events that exist within the sample space of an experiment. The two words that are used to denote this concept are equally important. 

· It is a variable in that it can take on different values within a range (and the range can be infinite). 

· It is random in that it can take on any of the values within the range for any given trial of the experiment. 
DEFINITION:  A random variable (RV) is a real numerically valued function defined over a sample space; therefore a random variable maps all possible experimental outcomes to the real number line. If the values that the mapping on the number line can assume are countable, then the RV is a discrete RV. Note:

· there is nothing uncertain about the function, i.e., the mapping from the set of experimented outcomes to the real number line is precisely defined

· before an experiment takes place, the value to be assumed by the RV is quite uncertain.

It is conventional in most literature on probability to denote a random variable with a capital letter; we will conform to this convention here. It is also conventional to denote the values it may assume, or its realization, using the lower case of the letter used to denote the RV. Therefore, in our example above, L is the RV, and l represents the values L may assume.

U6.2  Probability Mass Functions

The RV maps each experimental outcome into a certain value. The main point of interest for the engineers, in terms of using the information for decision making, is to obtain the probability that the RV will assume a certain value. 

Definition: A PMF, for a discrete RV, provides for each value that the RV may assume, the probability of occurrence for the corresponding outcome of an experimental trial. Notationally, we write 
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to denote the PMF of the RV X. It may be interpreted as 
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, or, in words, “the probability that X equals x”, where x is any specific value that X may assume.

If the PMF is to provide probabilities, then it must satisfy the axioms. Assume that there are m values 
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 that the RV X may assume, i.e., i=1,…,m. Then 
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U6.3  Cumulative Distribution Functions

In many cases, one may be interested in identifying a probability that a RV is within a range of values. 

The Cumulative Distribution Function (CDF):

Definition: The CDF provides the probability that the RV X is less than or equal to a given value x. Notationally, we use 
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 to denote the CDF of the RV X. It may be interpreted as 
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, or, in words, “the probability that X is less than or equal to x”. It is computed as
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where we assume that there are m values 
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 that the RV X may assume, i=1,…,m.
Important properties of the CDF are

1. Its lower bound is zero, 
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, which must be the case since
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2. Its upper bound is one, 
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, which must be the case since
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3. The plot of a CDF in between one integer value and another is flat. 
4. We also note that 
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, i.e., the plot of a CDF is non-decreasing, This point and the previous one suggest that a discrete CDF must always appear as a staircase function going up to the right. 
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Some useful relations:
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