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\textbf{Abstract}

Many rate adaptation algorithms have been proposed for IEEE 802.11 Wireless LAN devices and most of them operate in an open-loop manner, i.e., the transmitter adapts its transmission rate without using the feedback from the receiver. A key problem with such transmitter-based rate adaptation schemes is that they do not consider the collision effect. Accordingly, they often result in severe throughput degradation when many transmission failures are due to frame collisions. In this paper, we present a transmitter-based rate adaptation scheme, called CARA (Collision-Aware Rate Adaptation), and its MadWifi-based implementation. The key idea of CARA is that the transmitter combines adaptively the RTS/CTS (Request-to-Send/Clear-to-Send) exchange with the CCA (Clear Channel Assessment) functionality in order to differentiate frame collisions from transmission failures due to channel errors. The effectiveness of CARA schemes is evaluated via extensive ns-2 simulations and testbed experimentations.
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1. Introduction

The transmission rate adaptation has gained interests as for a dominant issue to enhance the performance of IEEE 802.11 WLAN (Wireless LAN) technology. While the 802.11 PHYs (Physical layers), e.g., 802.11a/b/g, provide a multi-rate feature, the standard does not specify any algorithm and/or protocol to utilize them efficiently. In the past few year, many rate adaptation schemes have been proposed in the literature [1–17].

The effectiveness of a rate adaptation scheme depends on how fast it can respond to the variation of the wireless channel condition. Moreover, since multiple stations often compete for the shared wireless medium in an 802.11 system, frame collisions are inevitable due to the contention nature of the 802.11 DCF (Distributed Coordination Function). Therefore, the effectiveness of a rate adaptation scheme also depends greatly on how the collisions are detected and handled.

In a rate adaptation scheme, a transmitter may adapt its transmission rate with or without using the feedback from the receiver, where the feedback information could be either SINR (Signal to Interference and Noise Ratio) or the transmission rate desired by the receiver. Depending on whether to use the feedback from the receiver, rate adaptation schemes can be classified into two categories: receiver-based, i.e., with the feedback, and transmitter-based, i.e., without the feedback. Unfortunately, most existing transmitter-based schemes malfunction severely when there are many contending stations in the network, because they can not differentiate frame collisions from transmission failures caused by channel errors. This results in decreasing the transmission rate over-aggressively due to many collision-induced transmission failures. For example, the widely-adopted ARF (Automatic Rate Fallback) scheme
[1,2] does not work properly in multi-user environments because it decreases the transmission rate upon consecutive frame collisions, which has been reported in [18] based on both simulation and empirical results. In contrast, the collision effect is mitigated with receiver-based schemes, such as RBAR (Receiver-Based Auto Rate) [14] and OAR (Opportunistic Auto Rate) [15], thanks to the interaction between the transmitter and the receiver.

In this paper, we design a transmitter-based rate adaptation scheme with collision awareness, called CARA (Collision-Aware Rate Adaptation). The key idea of CARA is that the transmitter combines adaptively the RTS/CTS (Request-to-Send/Clear-to-Send) exchange with the CCA (Clear Channel Assessment) functionality to differentiate frame collisions from channel-error-caused transmission failures. Considering its wide adoption in many commercial 802.11 devices, ARF is chosen as the baseline rate adaptation scheme for CARA. CARA specifies three different methods: (i) CARA–RTS that identifies collision via RTS Probing and makes collision-aware rate-decrease decisions; (ii) CARA–CCA that identifies collision via RTS Probing as well as CCA Detection, based on which the rate-decrease decisions become enhanced; and (iii) CARA–RI that makes collision-aware rate-increase decisions while identifying collision via CARA–CCA. The preliminary results of CARA were originally presented in [16]. At that time, CARA was the first effort in applying adaptive usage of RTS/CTS exchange and CCA functionality to differentiate frame collisions from channel-error-caused transmission failures. Since then, a few rate adaptation schemes have been proposed to improve upon CARA, such as RRRA (Robust Rate Adaptation Algorithm) in [11] and PBRA (Probabilistic-Based Rate Adaptation) in [12]. Nonetheless, they are all designed based on the idea of adaptive RTS/CTS that is similar to that in CARA. In this paper, we present the complete details of the CARA design and describe its implementation on the MadWifi platform [4].

In particular, we make the following contributions:

- CARA has the originality in rate selection with collision awareness in IEEE 802.11a/b-based wireless networks.
- CARA works in a purely transmitter-based manner. No feedback information from the receiver is required in its collision-aware rate decisions.
- We provide the complete view of CARA from its algorithmic design to the implementation details, running upon a practical device platform.
- The effectiveness of CARA has been thoroughly evaluated, considering various aspects: (1) constant vs. varying channel qualities; (2) static vs. mobile stations; (3) single vs. multiple contending stations; (4) non-hidden vs. mutually hidden stations; (5) one-hop vs. multi-hop topological settings; (6) simulation vs. real testbed environments; and (7) superiority check to many existing algorithms.

The rest of the paper is organized as follows. Related work is reviewed in Section 2. Section 3 briefly overviews the IEEE 802.11 MAC, the RTS/CTS exchange in IEEE 802.11, and the ARF scheme. The details of the CARA design are described in Section 4, followed by Section 5 that presents in-depth simulation study on CARA. Section 6 discusses the CARA implementation on the MadWifi platform and experimental results. Finally, the paper concludes in Section 7.

2. Related work

In receiver-based schemes [14,15], after the receiver specifies its desired transmission rate and feeds it back to the transmitter as part of the modified RTS/CTS exchange, the transmitter adjusts its transmission rate accordingly. Since the rate adaptation is dictated by the receiver, rate selection decisions are not affected by frame collisions. However, in order to support such a feedback loop, the CTS (and possibly RTS) frame format should be modified to convey the extra information that does not conform to the 802.11 standard. Moreover, there should be a predetermined reference table, e.g., SINR vs. FER (Frame Error Rate), based on which the receiver calculates and feeds back the most appropriate transmission rate to the transmitter. The reference itself might not become universal as the error performance varies over devices [13]. In practice, using the RTS/CTS exchange could be a costly solution that could waste the precious wireless bandwidth when hidden stations do not exist. It should be noted that the RTS/CTS exchange is rarely used in practical infrastructure-based WLANs due to this fact.

With transmitter-based schemes, a transmitter makes the rate adaptation decision solely based on its local information. Since they do not require any interaction between the transmitter and the receiver, transmitter-based schemes are standard-compliant in general. Transmitter-based schemes can be further classified into two subcategories. The first subcategory decides the transmission rate based on local channel estimation [7–13]. The schemes in this subcategory often yield good performance similar to that of closed-loop approaches, but usually require extra implementation efforts; either being equipped with preexamined Refs. [7–9,13] or being able to estimate loss/throughput over the target link [10–12]. In contrast, the second subcategory only makes use of the local Ack (Acknowledgment) information when selecting the transmission rate [1–6], which is very simple to implement. This is also the main reason why the ARF algorithm and its variants, belonging to the second subcategory, is adopted by many commercial 802.11 WLAN products.

It has been pointed out in [6] that there are two fundamental issues when designing a rate adaptation scheme, i.e., when to increase and when to decrease the transmission rate. The effectiveness of a rate adaptation scheme depends greatly on how fast it can respond to the variation of the wireless channel condition. The schemes presented in [3,6] address the first issue and enhance the original ARF by allowing a transmitter to increase its rate in an adaptive manner over a time-varying wireless channel. In [16], we studied the effect of frame collisions on the second issue, i.e., when to decrease the transmission rate and introduced collision awareness into rate-decrease decisions. We also found that frame collisions may as well pose negative impact on when to increase the transmission rate; the more
contending stations in the network hence the higher frame collision probability, the more delayed rate increase will be. To deal with such a delayed rate-increase problem, we propose CARA–RI in this paper by introducing collision awareness into rate-increase decisions.

There are a few other papers that deal with the incorrect rate adaptation problem due to frame collisions. RRAA proposed in [11] uses RTS frames more aggressively than CARA with an adaptive RTSwnd parameter. RTSwnd represents the number of data frames to be transmitted with RTS support and it varies as follows. It increases linearly when a data transmission without RTS support fails, and decreases in a multiplicative manner when the cause of a data transmission success or failure is clear, e.g., when a data transmission with RTS support succeeds (implying no channel errors and no frame collision) or when a data transmission with RTS support fails (which must be due to channel errors). PBRA in [12] also utilizes RTS/CTS transmission with RTS support and it varies as follows. It increases linearly when a data transmission without RTS support fails, and decreases in a multiplicative manner when the cause of a data transmission success or failure is clear, e.g., when a data transmission with RTS support succeeds (implying no channel errors and no frame collision) or when a data transmission with RTS support fails (which must be due to channel errors). PBRA in [12] also utilizes RTS/CTS transmission with RTS support and it varies as follows. It increases linearly when a data transmission without RTS support fails, and decreases in a multiplicative manner when the cause of a data transmission success or failure is clear, e.g., when a data transmission with RTS support succeeds (implying no channel errors and no frame collision) or when a data transmission with RTS support fails (which must be due to channel errors).

3. System overview

3.1. IEEE 802.11 CSMA/CA

The mandatory MAC scheme, DCF specified in IEEE 802.11 standard [19] is based on CSMA/CA as illustrated in Fig. 1a. Even with random backoff, a transmitted frame may still collide with other frames when two or more stations finish the backoff at the same time. Such frame collisions cannot be completely eliminated due to the contention nature of DCF, and the problem becomes worse as the number of contending stations increases. Besides collision, a frame transmission failure may also be caused by the deteriorated channel condition.

When there are hidden stations in the network, the performance of the basic CSMA/CA may degrade severely. The unprotected time interval due to frame collisions however, can be shortened to the RTS transmission time by preceding the data frame transmission with the exchange of two short control frames, i.e., RTS and CTS frames, and hence, the hidden-station problem may be ameliorated. This is known as the original design purpose of the RTS/CTS exchange that is illustrated in Fig. 1b. In most 802.11 devices operating in infrastructure-based WLANs with APs (Access Points), however, the RTS threshold is set to the largest value, i.e., 2347 octets, which basically disables the usage of RTS/CTS exchange.

It is also known that the RTS/CTS exchange is useful in heavily contending WLAN environments, where many transmissions may fail due to collisions, and the benefit is particularly salient with large data frame sizes [20]. The author of [20] also pointed out that the throughput performance with RTS/CTS is less sensitive to the number of contending stations and the collision probability than that without RTS/CTS.

In this paper, we propose an adaptive usage of the RTS/CTS exchange as a means to probe the channel state in order to differentiate frame collisions from channel-error-caused transmission failures. Since the support of the RTS/CTS exchange is a mandatory part of the 802.11 standard, our approach can be implemented with commercial 802.11 devices, which will be demonstrated in Section 6.

3.2. ARF in IEEE 802.11

In an early packet-radio network design, an Ack-based rate selection scheme was proposed in [21]. Considering that poor channel quality may cause unsuccessful transmission of data and Ack frames, the authors of [21] proposed the idea of lowering the transmission rate when a certain number of expected Ack frames have been lost. Similarly, the presence of consecutive Ack frame receptions can be deemed an indication of improved channel quality, which may be good enough to support a higher transmission rate.

In the 802.11 system, a similar Ack-based rate adaptation scheme was proposed in [12], i.e., ARF, which was originally developed for Lucent Technologies’ WaveLAN-II devices. It has been widely adopted and implemented in many commercial 802.11 devices since then. ARF alternates the transmission rates by keeping track of a timing
function as well as missing Ack frames. If two consecutive
Acks are not received correctly by the sender, the second
retry of the data frame and subsequent transmission at-
ttempts are done at a lower transmission rate and a timer
is started. When either the timer expires or the number
of successfully received Acks reaches 10, the transmission
rate is raised to the next higher level and the timer is can-
celled. However, if an Ack is not received for the very next
transmission attempt, the transmission rate is lowered
again and the timer is restarted. Such an expediting rate
decrease with unjustified rate increase decisions is referred
to as probation state [2].

Apparently, due to its heuristic and conservative nature,
ARF does not react quickly when the wireless channel con-
tdition fluctuates. In other words, the transmitter may at-
tempt increasing its transmission rate to probe the
wireless channel condition upon consecutive successful
Ack receptions and decreasing its rate upon consecutive
(re) transmission failures without considering the actual
cause of transmission failures (i.e., channel errors or frame
collisions). However, because of its simplicity, ARF is still
widely employed in commercial 802.11 devices, and many
proposed transmitter-based rate adaptation schemes [3–6]
are rooted in ARF.

4. CARA: Collision-Aware Rate Adaptation

In this section, we present the design details of CARA.
CARA specifies three different methods to differentiate
frame collisions from channel-error-caused transmission
failures: (i) CARA–RTS that identifies collisions via RTS
Probing and makes collision-aware rate-decrease deci-
sions; (ii) CARA–CCA that identifies collisions via RTS
Probing as well as CCA Detection, based on which the rate-
decrease decisions become enhanced; and (iii) CARA–RI
that makes collision-aware rate-decrease/increase deci-
sions while identifying collisions via CARA–CCA.

4.1. CARA–RTS: introducing collision-aware rate decrease via
RTS Probing

RTS Probing is the mandatory collision differentiation
method in CARA. The transmission error probability of
RTS and CTS frames is relatively small because of its small
sizes (20/14 bytes) and robust transmission rate (one of
the basic rate set). We assume that an RTS frame activated
for the purpose of CARA’s channel probe is transmitted at
the lowest rate, and hence, transmission failures of RTS
happen mostly due to collisions. On the other hand, we
know that a data transmission failure following a success-
ful RTS/CTS exchange is due to channel errors in most
cases, because the successful RTS/CTS exchange has pre-
vented other stations accessing the wireless channel, and
thus reduces the collision probability of the subsequent
data transmission significantly. Therefore, if we exchange
RTS/CTS frames before each data transmission and then
apply the ARF scheme, misinterpretation of a data frame col-
lision as a channel-error-caused data transmission failure
is less likely to happen. As a result, unnecessary rate decre-
ments could be avoided. One side effect of this approach is
the added RTS/CTS overhead that wastes the precious
wireless bandwidth. In fact, the RTS/CTS option is disabled
in most 802.11 products currently available in the market.
Based on the above observations, instead of mandating an
RTS/CTS exchange before each data frame transmission, we
propose RTS Probing that enables RTS/CTS exchange only
when a data frame transmission fails.

4.1.1. State transition diagram

The detailed procedure of RTS Probing is best explained
with a transmitter’s state transition diagram as shown in
Fig. 2a, where related symbols and parameters are listed in
Table 1. There are four states in the diagram:

- **Initial State**: the starting point of the procedure;
- **Wait for MPDU**: a station is in this state when there are
  new data frames coming from the upper layer or when the
  current frame transmission fails and retransmission
  has been requested;
- **DATA Tx**: a station is in this state when it finishes a data
  transmission and waits for the corresponding Ack;
- **RTS Tx**: a station is in this state when it finishes an RTS
  transmission and waits for the corresponding CTS.

As shown in Fig. 2a and Table 1, the consecutive failure
count (n) is compared with two different thresholds, the
probe activation threshold ($P_{th}$) and the consecutive failure
threshold ($N_{th}$), for different purposes. When $n$ reaches
$P_{th}$, the RTS/CTS frames will be exchanged before the next data
retransmission attempt, while when $n$ reaches $N_{th}$, the next
data retransmission attempt will be conducted at a lower
rate. With different values for $P_{th}$ and $N_{th}$, the RTS Probing
procedure works differently, and the default values in
CARA are 1 and 2 for $P_{th}$ and $N_{th}$, respectively. Some exam-
ple scenarios are listed below:

- **$P_{th} = 0$**: in this case, the RTS/CTS frames are exchanged
  before each data (re) transmission attempt. When an
  RTS/CTS exchange succeeds, the data frame is (re) trans-
mited. The data transmission rate falls back to the next
  lower level, if available, upon $N_{th}$ data transmission
  failures.
- **$P_{th} ≥ 1, N_{th} = 1$**: in this case, a data frame is transmitted
  without RTS/CTS support, and its rate falls back upon a
  single transmission failure. Note that the RTS/CTS
  exchange is never activated when $P_{th} ≥ N_{th}$.
- **$P_{th} ≥ 2, N_{th} = 2$**: in this case, the rate falls back upon two
  consecutive transmission failures without RTS/CTS sup-
  port. This is equivalent to ARF if the consecutive success
  threshold ($M_{th}$) is set to 10.
- **$P_{th} = 1, N_{th} = 2$** (the default values in CARA): in this case,
  a data frame is first transmitted without RTS/CTS sup-
  port. If the transmission fails, the RTS/CTS exchange will
  be activated for the next retransmission attempt, and the
  transmission rate falls back if retransmission fails
  again.

1. In the nomenclature of IEEE 802.11 [19], MPDU (MAC Protocol Data
Unit) that is interchangeably used with frame is the data unit exchanged
between two peer MAC entities. MSDU (MAC Service Data Unit) refers to
the MAC payload.
It is interesting to see that, if the wireless channel condition suddenly becomes so bad that an RTS transmission fails, the transmitter may be stuck in the \textit{Wait for MPDU} loop. Fortunately, since data frames are typically more vulnerable to channel errors than RTS frames, it is not likely that data frames could be transmitted successfully in this situation. Therefore, there is little undesired side effect caused by the existence of such a loop. Once the wireless channel recovers from the bad state and after an RTS frame is delivered successfully, the data frame transmission attempts may resume.

4.1.2. Example

We use a simple example to illustrate the RTS Probing procedure and compare it with ARF and RTS/CTS-enabled ARF in Fig. 2b. Assume that two 802.11b stations $S_1$ and $S_2$ are contending for the shared wireless medium with the same data frame size (1500-byte MSDU), and the channel condition is good enough to accommodate the highest transmission rate of 11 Mbps. Then, the data/Ack exchange duration at the 11 Mbps data transmission rate (\text{data}_{11 \text{ Mbps}} \times \text{SIFS (Short Inter-Frame Space)} \times \text{Ack}_{2 \text{ Mbps}}) is approximately twice the RTS/CTS exchange duration (\text{RTS}_{1 \text{ Mbps}} \times \text{SIFS} \times \text{CTS}_{1 \text{ Mbps}} \times \text{SIFS}). Similarly, the data/Ack exchange duration at the 5.5 Mbps data transmission rate (\text{data}_{5.5 \text{ Mbps}} \times \text{SIFS} \times \text{Ack}_{2 \text{ Mbps}}) is about four times the RTS/CTS exchange duration. Fig. 2b reflects the relative differences of these durations. Successful transmissions are shown as empty rectangles in the figure, while crossed rectangles represent frame collisions. We assume that stations are transmitting frames in a saturated mode, i.e., their data queues are never empty. Therefore, the collision probability of a frame transmission remains the same regardless of the type of the frame. We omit inter-frame spaces, backoff durations, and Ack transmissions for clarity.

It is clear that with the ARF scheme, after four data transmission attempts, $S_2$’s transmission rate falls back to 5.5 Mbps, while with RTS Probing, $S_2$ is still able to preserve the highest transmission rate at 11 Mbps. Moreover, we can see that with RTS Probing, five frame transmissions may be accommodated when using CARA with RTS Probing.
and hence, better channel utilization may be achieved. For the comparison purpose, we also show the timeline of transmission rate selection for the RTS/CTS-enabled ARF scheme in the figure. Though this scheme does not suffer from incorrect rate decreases as the ARF scheme, it finishes frame transmissions later than RTS Probing (i.e., $t_1 < t_2$) due to the increased overhead of always-enabled RTS/CTS exchange. In this paper, we refer to the CARA scheme with RTS Probing only as CARA–RTS.

4.2. CARA–CCA: enhanced collision-aware rate decrease via RTS Probing + CCA Detection

The second method to differentiate frame collisions from channel errors is CCA Detection. CCA is the mechanism for the PHY to determine whether the channel is busy or idle. Before describing the details of CCA Detection, let's take a look at Fig. 3 that illustrates two possible collision scenarios under the assumption of no hidden stations. In this figure, $S_1$ is the transmitter of our interest while $S_2$ represents another station that starts its frame transmission simultaneously with $S_1$. Actually, this figure could also represent multiple frame collisions, and in such a case, $S_2$ represents the station transmitting the frame with the longest transmission time among colliding frames. Collisions can be classified into two cases as shown in Fig. 3: in Case 1 (Case 2), the transmission duration of $S_1$’s data frame is longer (shorter) than that of $S_2$’s data frame.

In general, the CCA function in the 802.11 is used by a wireless station to assess the channel occupancy status at a given time. In the case of CCA busy, the station freezes its backoff process. In the case of CCA idle, the backoff process may be resumed or the station may start transmitting if the backoff count reaches zero. Our CCA Detection method works as follows. At SIFS time after a transmitter finishes its data transmission, it starts assessing the wireless channel using CCA. Since the station expects an Ack reception at this time point, so if the wireless channel is assessed as busy while the expected Ack reception does not start, the station concludes that a collision has just occurred to its data transmission, which corresponds to Case 2 in Fig. 3. In this situation, since a frame collision has already been identified successfully by CCA Detection, RTS Probing will not be launched; hence, the overhead induced by the RTS/CTS exchange can be avoided. The transmitter would then retransmit without increasing the failure count ($n$) or lowering the transmission rate.

On the other hand, CCA Detection is not able to identify a frame collision in Case 1. Note that Fig. 3 illustrates possible collision cases without hidden stations; CCA Detection may not work for a collided frames that are transmitted from stations being mutually hidden from one another with which a collision may happen in the middle of a data transmission. In such situations, RTS Probing will be launched after the transmission failure. We refer to the CARA scheme that uses both RTS Probing and CCA Detection as described above as CARA–CCA.

4.3. CARA–RI: extending collision awareness to rate-increase decisions

CARA–CCA yields higher aggregate system throughput than ARF by making collision-aware rate decrease decisions using RTS Probing and CCA Detection. However, when attempting to increase the transmission rate, it simply employs ARF’s counting algorithm and resets the consecutive success count ($m$) upon a frame transmission failure. To further improve the system performance, we introduce collision-aware rate increase into CARA–CCA, and the resulting scheme is referred to as CARA–RI. Before presenting the details of CARA–RI, we first demonstrate the problems with ARF’s rate-increase algorithm using simulation results.

We use the ns-2 [22] to simulate a star-topology 802.11b network with five stations evenly spaced on a circle around the AP with the radius of 40 m. Fig. 4 illustrates how one of the stations adapts its transmission rate (with ARF) to the fluctuation of the wireless channel condition for 1 s. In this figure, the left $y$-axis represents the SNR (Signal to Noise Ratio), whose variation is plotted as the solid curve, and the right $y$-axis shows the available 802.11b transmission rates. The left $y$-axis shows three real numbers instead of being evenly graduated. They stand for the threshold values of SNR over which a station should change its transmission rate to maximize the single-station throughput. Three types of events may occur after each data transmission attempt and different types of events are illustrated with different symbols in the figure:

- $+$: a successful data frame transmission;
- $\square$: a data transmission failure caused by channel error;
- $\triangle$: a data transmission failure due to collision.

![Fig. 3. Two possible cases of collision with no hidden stations, where Case 2 can be detected by CCA Detection.](image)

![Fig. 4. ARF’s rate adaptation when five 802.11b stations are contending in a time-varying fading channel.](image)
We have two observations from Fig. 4. First, ARF cannot differentiate frame collisions from channel errors, thus decreasing the transmission rate over-aggressively. For example, we observe that ARF decreases the rate from 5.5 to 2 Mbps after two consecutive transmission failures that are induced by frame collisions. Therefore, it operates at the low rates of 1 or 2 Mbps during most of the observed period. This problem can be dealt with in CARA–CCA. Second, we observe delayed rate increase attempts due to frame collisions. For example, between 30.92 and 31.45 s, we observe four frame collisions (shown as “△” points) that cause the station to delay its rate-increase attempts and to remain operating at the lowest rate of 1 Mbps. This is clearly not desirable because, according to the employed channel-error model, the SNR value of 10.8 dB (shown as the first dashed line from top of the figure) is high enough to accommodate the highest transmission rate of 11 Mbps.

Based on the above observations, we propose CARA–RI as an extension to CARA–CCA, which makes collision-aware rate-increase decisions. Specifically, unlike in ARF and CARA–CCA, where the consecutive success count (m) is reset with any frame loss, CARA–RI only resets m when the frame loss occurs with RTS/CTS preceding the transmission attempt. In other words, m is reset only when the frame loss can be identified as a channel-error-caused failure that is done by comparing n with \(P_{th}\). As a result, CARA–RI adjusts the transmission rate more quickly to the improving wireless channel condition than CARA–CCA.

Fig. 5 shows the pseudo-code of CARA–RI and related notations are listed in Table 1. With the default setting, i.e., \(P_{th} = 1\), \(N_{th} = 2\), and \(M_{th} = 10\), CARA–RI works as follows. A data frame is first transmitted without RTS/CTS support (Line 7). After the duration of data transmission (t) plus SIFS time interval, the station employs CCA to assess the wireless channel (Line 7). In the case of CCA busy, the station retransmits the frame without increasing n (Line 15). If the transmission fails and the wireless channel is not assessed as busy, n increases and then the RTS/CTS exchange will be activated for the next retransmission attempt (Lines 2–3), and the transmission rate fails back if the retransmission fails again (Lines 13–19). Note that CCA Detection is only applied when \(n < P_{th}\) and \(t < RTS_{th}\), i.e., before RTS Probing is launched. Moreover, the consecutive success count (m) is compared with the consecutive success threshold \(M_{th}\) and increases upon a successful frame transmission (Lines 8–12). m is reset only when the frame loss can be identified as a channel-error-caused failure (Lines 14 and 19). In comparison, with CARA–RTS and CARA–CCA, m is reset whenever a data transmission fails.

5. Performance evaluation via simulation study

We conduct diverse simulation runs using the ns-2. In order to consider many different and realizable scenarios, which may not be straightforwardly evaluated in a real testbed, our simulation study includes multifurmit topological settings with the following factors: distribution of stations, number of nodes, existence of hidden stations, mobility, channel quality, and number of hops. After describing the details for the simulation setup, we show evaluation results and the corresponding analysis. The evaluation starts assuming an AWGN (Additive White Gaussian Noise) channel and then we realize the wireless medium with a multi-path fading channel.

5.1. Simulation setup

The 802.11 DCF module in the ns-2 simulator is enhanced to support CARA–RTS–CCA–RI and ARF. The 802.11b PHY and the time-varying fading channel model are also realized in the simulator. We use the empirical BER (Bit Error Rate) vs. SNR curves that are provided by Intersil\(^2\) to estimate the FER [23]. Each station transmits with 20 dBm power and the background noise level is set to −96 dBm. Besides, we use a log-distance path-loss model with the path-loss exponent of four to simulate the indoor office environment [24]. We use the Ricean fading model to simulate the time-varying wireless channel condition [25]. The Ricean distribution is given by:

\[
p(r) = \frac{r}{\pi K^2} e^{\left(\frac{-r^2}{2K}\right)} I_0(2Kr),
\]

where \(K\) is the distribution parameter representing the line-of-sight component of the received signal,\(^3\) \(r\) is the received power, \(\sigma^2\) is the variance of the background noise, and \(I_0(\cdot)\) is the modified Bessel function of the first kind and zero order [24]. The frequency of the channel condition variation depends on the relative speed of the mobile station to its surroundings. Note that the channel fluctuation may also occur to static stations because of the moving environment. We assume 2.5 m/s speed of the moving environment in our simulation that corresponds to the Doppler spread of 20 Hz.

We evaluate the following testing schemes: (i) constant-rate schemes (referred to as Rx) using fixed rate of x Mbps; (ii) ARF; (iii) ARF using the RTS/CTS exchange all the time (referred to as ARF–RTS/CTS); (iv) CARA–RTS (with RTS Probing only); (v) CARA–CCA (with both RTS Probing and CCA Detection); (vi) CARA–RI (with CARA–CCA and collision-aware rate increase); and (vii) Genie (an ideal rate adaptation scheme that makes perfect rate selection decisions and a proper usage of the RTS/CTS exchange, thus yielding the highest achievable throughput in a given environment). The testing schemes are compared with each other in terms of the aggregate system throughput (in Mbps or the number of frames that were successfully transmitted). As addressed in Section 4, we set the consecutive success threshold \(M_{th}\) to 10 and the consecutive failure threshold \(N_{th}\) to 2 in both ARF and CARA schemes. Moreover, we set the probe activation threshold \(P_{th}\) to 1 in CARA schemes. RTS/CTS frames are always transmitted at the lowest rate of 1 Mbps. Each station transmits in a saturated mode and all the data frames are transmitted without fragmentation. We use LLC/IP/UDP as the upper layer protocol suite, and the MSDU length is 1500 octets unless specified otherwise. The num-

\(^2\) The BER curves in [23] were measured in an AWGN environment without fading.

\(^3\) For \(K = 0\), the Ricean distribution reduces to the Rayleigh distribution, in which there is no line-of-sight component.
ber of stations varies over simulation scenarios and is stated in each case.

For an end-to-end routing in the case of multi-hop communication scenarios, we employ ETT (Expected Transmission Time) metric to estimate link quality [26]. ETT is the time spent in transmitting a data frame and originates from ETX (Expected Transmission Count) [27], which is an early generation of link metric for wireless mesh routing. ETT is calculated using the following formula; 

\[ \text{ETT} = \frac{\text{ETX}}{C_2 r} \]

where \( C_2 \) denotes the nominal size of data frames and \( r \) is the transmission rate used over the target link. ETX presented above also follows the original design, i.e., \( \text{ETX} = \frac{1}{d_f d_b} \), where \( d_f \) and \( d_b \) are measured with hello messages transmitting at the lowest transmission rate. An end-to-end route setup is done in an optimal manner. For given ETT values of all available wireless links, the routing protocol searches the optimal path such that the CETT (Cumulative ETT) of the selected path becomes the minimum, which means that an end-to-end frame transfer delay is expected to be the minimum. We omit detailed descriptions about routing that is out of scope of this paper.

5.2. AWGN channel environments

In the first part of the simulation with the AWGN channel (Sections 5.2.1, 5.2.2, 5.2.3, 5.2.4, 5.2.5, 5.2.6), all stations are set to be static to clearly demonstrate the overhead and the rate adaptability of testing schemes.

5.2.1. One-to-one topology

We compare the testing schemes in the simplest two-station one-hop topology, in which one station transmits continuously to the AP with various distance of \( r \) (30 \( \leq r \leq 80 \)) m. Simulation results are plotted in Fig. 6a.

In general, the throughput decreases for all testing schemes as the distance increases. R1 is the most conservative scheme of all. It transmits all the frames at the lowest 1 Mbps, thus resulting in the lowest throughput when \( r \) is small. At the same time, due to its strong error-correcting capability, even when the transmitter is far away from the receiver, they are still able to communicate successfully. On the other hand, R11 is the most aggressive scheme that transmits all the frames at the highest 11 Mbps. R11 allows the transmitter to make better use
of the available bandwidth when \( r \) is small. However, due to its poor error-correcting capability, the throughput degrades drastically as \( r \) increases. In fact, when \( r > 47 \), all the transmission attempts fail and the throughput drops to zero. Other constant-rate schemes can be viewed as compromises between R1 and R11.

Note that there is no contention in this topology; hence, one of the constant-rate schemes is supposed to perform the best for a given distance. Genie always yields the highest achievable throughput. That is, its throughput curve matches the outer envelope of those of the constant-rate schemes. We observe that CARA–RTS performs close to Genie for the entire range of the simulated distance. Moreover, thanks to its adaptive activation of the RTS/CTS exchange, CARA–RTS achieves comparable throughput with ARF. In comparison, ARF–RTS/CTS yields much lower throughput than both ARF and CARA–RTS due to added overhead of RTS/CTS exchange before each data transmission attempt, which is consistent with our earlier observations in Fig. 2b.

5.2.2. Star topology

We next consider star-topology networks with varying number of contending stations in order to study the collision effect on the system performance. In this simulation, various number of contending stations are evenly spaced on a circle around the AP with the radius of 40 m. Note that, according to the previous results in one-hop topology networks, a station at \( r = 40 \) m away from the AP shall use 11 Mbps, if it is equipped with an ideal rate adaptation scheme (e.g., Genie). As shown in Fig. 6b, CARA–RI shows 51.1%, 15.0% and 5.7% (on average) throughput improvement over ARF, ARF–RTS/CTS, and CARA–RTS, respectively.

With a small number of contending stations, i.e., 1 or 2, ARF shows slightly better performance than CARA–RI and CARA–RTS due to the RTS/CTS overhead. However, the aggregate system throughput of ARF degrades drastically when the number of contending stations increases. For example, with more than 10 stations, the aggregate throughput with ARF drops to under 1 Mbps. There are two main reasons for ARFs ill behavior. First, as described in Section 4.3, ARF cannot differentiate collisions from channel errors. In consequence, a station may decrease its transmission rate over-aggressively and operate at lower rates. Second, since each contending station conducts its rate adaptation independently, they may end up transmitting at different rates. Such transmission rate diversity causes the following performance anomaly [28]: since the 802.11 DCF is designed to offer long-term equal medium access probabilities to all contending stations, the throughput of a high-rate station is always bounded below the lowest transmission rate of other stations in the network.

It is interesting to see that, when there are 50 contending stations, ARF–RTS/CTS shows slightly higher throughput than CARA–RI. As revealed in [20], it is desired that an RTS/CTS exchange always precedes a data frame transmission to reserve the channel when the collision is the dominant source of transmission failures. In addition to the effect of the number of stations, this can be more clearly observed with longer transmission duration based on which the usage of RTS/CTS becomes more effective [29]. Therefore, in this situation, ARF–RTS/CTS, which always enables the RTS/CTS exchange, performs better than CARA–RI which uses adaptive RTS/CTS. On the other hand, when the number of contending stations is small, ARF–RTS/CTS performs worse than CARA–RI due to the added RTS/CTS overhead.

The reason why CARA–RI outperforms CARA–RTS is as follows. When a transmission failure occurs, CARA–RTS resets the consecutive success count (\( m \)) immediately regardless of the actual cause of failure, while \( m \) with CARA–RI is reset only when the frame loss can be identified as a channel-error-caused failure. Therefore, CARA–RI adjusts more quickly to the improving wireless channel condition by increasing the transmission rate more proactively, and hence, is able to achieve higher aggregate throughput than CARA–RTS.

5.2.3. Hidden-station topology

We also evaluate the testing schemes with multiple hidden stations. The simulated hidden-station topology is set up as follows. Two groups of stations and the AP are placed along a line segment of 90 m with one group at each
end and the AP in the middle of the segment. Stations belonging to the same group are placed very close to each other. The carrier sense range is set to the same as the maximum transmission range of 1 Mbps (i.e., 80 m), in order to guarantee that the AP can communicate with all the stations, while stations belonging to different groups are hidden to each other. In order to study the impact of hidden stations on the performances of testing schemes, we vary the number of contending stations from 2 to 20 (or equivalently, the group size from 1 to 10). Each station transmits continuously to the AP; thus collisions can often be observed at the AP. Each station selects its data frame size randomly (with 720 bytes on average). Simulation results are shown in Fig. 7, where each value is averaged over 10 simulation runs. We have the following observations.

First, ARF–RTS/CTS shows better throughput performance than both CARA–CCA and ARF, because the RTS/CTS exchange handles the hidden stations effectively. ARF suffers severe throughput degradation even with a small number of hidden stations in the network. This is because ARF misinterprets the cause of transmission failures, and hence, operates at 1 Mbps for most of the time. Consequently, data frames with prolonged transmission durations may in turn suffer even more collisions (as the collision probability becomes a function of the transmission duration in the presence of hidden stations), which results in very low throughput.

Second, CARA–RI yields the highest aggregate throughput among all testing schemes, which is close to the upper bound produced by Genie. This is because CARA–RI increases the transmission rate more proactively than all other schemes. As a result, data frames are generally transmitted at higher rates with CARA–RI, consequently, the time wasted due to collisions and retransmissions is shorter. For example, with four contending stations in the network, the average throughput improvement of CARA–RI over CARA–CCA is 87.8%. In fact, the collected transmission rate distributions with four contending stations show that, with CARA–RI, about 83.5% and 14.7% of the successfully-delivered data frames are transmitted at 5.5 Mbps and 11 Mbps, respectively, while CARA–CCA operates at 2 Mbps for most of the time.

One may argue that the rationale to have CARA–RI’s high throughput might be unbalanced throughput achievement among contending stations. To investigate this issue, we collect throughput achieved by each station and calculate Jain’s fairness index.4 We measure the fairness index of 0.98 as the minimum, which means that none of testing schemes raises fairness issue in this hidden topology.

5.2.4. Linear-chain topology

We expend the simulation environment to multi-hop communication, starting with linear-chain topologies. A chain topology is composed of seven stations and we label each station with N;x; x indexes the set of involved stations, starting from N0. Each end station works as the source (N0) and destination (N6), respectively, which means that at the maximum six-hop data transfer can occur. The simulation environment changes by varying adjacent station distance, r. The results are averaged over 10 different random runs and are shown in Fig. 8a.

We observe that CARA schemes outperform ARF schemes in general. When r ≥ 21, ARF shows a drastic throughput degradation compared with CARA schemes. It is because hidden stations arise when r increases more than or equal to 21 m; in the cases of r ≥ 21, the hop count becomes more than two hops as shown in Fig. 8b. In order to mitigate the impact of hidden interference in such environments, the activation of RTS/CTS exchanges is inevitable for IEEE 802.11 MAC-based multi-hop communication. ARF–RTS/CTS however, does not illustrate high throughput compared with both CARA–RI and CARA–CCA. This indicates that the adaptive usage of RTS/CTS exchanges is more preferable than the always-enabled. In fact, ARF–RTS/CTS never shows higher throughput than CARA schemes for the entire distances.

Even in such multi-hop environments, CARA–RI outperforms CARA–CCA as observed in single-hop results. When r = 21 and 22, CARA–RI has 4.0% and 13.6% throughput enhancements compared with CARA–CCA, respectively. To identify detailed causes, we trace the rate selections of all considered schemes focusing on r = 21, 22, and 23. Fig. 9 shows the transmission rate distribution of the average number of successful transmissions at each station that is involved with data delivery; the x-axis represents the transmitting stations and the y-axis is the average number of successfully transmitted frames at each station. Each bar shows the distribution of used transmission rates and four bars at each transmitting station stand for 1: CARA–RI, 2: CARA–CCA, 3: ARF, and 4: ARF–RTS/CTS, from the left-hand side, respectively. Three different r values, i.e., r = 21, 22, and 23 are investigated.

We observe that the source station suffers from improper rate selections due to the transmission from existing hidden stations. In the case of r = 21 and 22, N4 becomes the hidden station with respect to the source station, N0. The successful frame reception at N2 is interfered by the transmissions from N4. Therefore, the source station em-

Fig. 7. Throughput comparison in hidden-station networks with the AWGN wireless channel and varying number of contending stations. 95% confidence intervals are shown as short line segments.

\[ \text{Jain's fairness index (\(\beta\)) indicates the deviation of sample values and has the following implication: } 0.5(\text{unfair}) \leq \beta = \frac{\sum_{i=1}^{n} B_i^2}{\left(\frac{\sum_{i=1}^{n} B_i}{n}\right)^2} \leq 1(\text{fair}), \text{ where } B_i \text{ is each sample value and } n \text{ is the number of samples.} \]
ployed lower transmission rates than other transmitting stations in general, except the case of ARF–RTS/CTS. In the case of $r = 23$, the source station with CARA–CCA transfers the largest number of frames, even compared to that with CARA–RI. However, the delayed rate increase at N1 due to hidden interference makes CARA–CCA present less number of successes than CARA–RI eventually.

5.2.5. Square-grid topology with single source

We also investigate the effectiveness of CARA schemes in an extended topology, square-grid network. Fig. 10a illustrates the used $7 \times 7$ square-grid topology where 49 stations exist. All stations are candidate source stations except the GW (gateway) that is located at the right-upper corner. One out of 48 candidates is selected as a source and generates UDP traffic destined to the gateway. The ETT-based optimal route setup is done before generating a data flow; for example, N3 selects its routes as N3 $\rightarrow$ N11 $\rightarrow$ N19 $\rightarrow$ N27 $\rightarrow$ N34 $\rightarrow$ N41, which is illustrated in Fig. 10a. The station separation distance is 20 m and hence, a 11 Mbps transmission is possible between adjacent stations.

We run all possible source cases with different transmission rate selection schemes, and the results are shown in Fig. 10b. The x-axis represents the throughput performance of CARA–RI and the y-axis is that of other schemes. Three different symbols differentiate the performances of CARA–CCA, ARF, and ARF–RTS/CTS as shown in the figure. The fact that a symbol is located under the $y=x$ line means that CARA–RI outperforms the compared scheme for the given source station. We observe that CARA–RI works better than ARF and ARF–RTS/CTS in most cases: due to the RTS/CTS overhead, CARA schemes can show minor throughput degradation compared with ARF. CARA–CCA shows quite comparable performance to that of CARA–RI in this environment.

5.2.6. Square-random topology with multiple sources

We now present the most generalized evaluation scenario: randomly located stations with multiple traffic sources. As illustrated in Fig. 11a, in total 49 stations are randomly located in a $120 \times 120$ m$^2$ area. To mark the basis locations, one of the candidate source stations, denoted...
as ‘0’, is positioned at (100,100) and the destination station ('48') has its position at (220,220). The number of source stations varies from 1 to 32. For a given number of source station scenario, we generate 30 different combinations of source stations to cover almost every possible source combination, and the average results are shown in Fig. 11b.

The throughput of all four schemes decreases when the number of source stations increases up to two. Adding one more source station, the amount of collisions increases and hence, the aggregate throughput decreases. The reason why all schemes except ARF shows monotonically increasing throughput as the number of source stations increases is that the system-wise offered load with respect to the network increases.

Fig. 11b shows that CARA schemes outperform ARF schemes for the entire range of x-axis. As the offered load increases along with the number of source stations, more collisions happen, hence more struggles for each scheme to accurately select the transmission rate. We investigate the average cumulative number of successful transmissions for given rates with varying number of source stations. The relative portion of lower rate uses increases for the cases of CARA–CCA and ARF, as the number of source stations increases. CARA–RI and ARF–RTS/CTS show constant-rate usage irrespective of the number of source stations. Due only to the overhead of RTS/CTS, ARF–RTS/CTS shows degraded performance compared with CARA–RI.

5.3. Fading channel environments

In the second part of the simulation study (Sections 5.3.1 and 5.3.2), we simulate a Ricean fading channel [25]
with Ricean $K$ factor of 3 dB to describe the indoor fading channel environment [30].

5.3.1. Station mobility

We first compare the testing schemes in the following simulation setup. A group of five closely-located stations are placed 20 m away from the AP. At time $t = 20$ s, the AP starts moving away from the stations along a straight line at the speed of 2 m/s; so at time $t = 45$ s, the AP is 70 m away from the stations. Fig. 12a shows the wireless channel variation between the AP and the stations in the interval $t = [25, 45]$ s by plotting the SNR values measured at the AP. Both short-term and long-term channel variations can be observed from the figure, which are caused by fading and station mobility, respectively. Shown as three dashed lines in Fig. 12a, the SNR values of 10.8 dB, 7.2 dB, and 3.7 dB are high enough to accommodate the transmission rate of 11 Mbps, 5.5 Mbps, and 2 Mbps, respectively under the simulation setup. Rate adaptation behaviors of different testing schemes are shown in Fig. 12b–f. Note that only the successful transmission attempts are shown in these figures. It can be seen clearly that, in terms of the capability of reacting to and adapting the transmission rate to the wireless channel variation, the testing schemes are ranked in the following order (from the best to the worst): Genie $\gg$ CARA – RI $\gg$ CARA – CCA $\gg$ CARA – RTS $\gg$ ARF. Consequently, CARA–RI yields the throughput of 1.94 Mbps during the time span, which is 13.5%, 28.5%, and 100.0% higher than that of CARA–CCA, CARA–RTS, and ARF, respectively.

To study in more detail how CARA–RI adapts the transmission rate to the wireless channel variation, we zoom in the interval $t = [27.5, 28.3]$ s, and plot the wireless channel variation against CARA–RI’s rate selections in Fig. 13a. The traced transmission attempts are depicted using different symbols, standing for different meanings: a “+” point stands for a successful transmission, while “□” and “△” points represent transmission failures caused by channel errors and frame collisions, respectively; “○” points also represent frame collisions, but only those frame collisions that are detected by CCA Detection. Both collision-aware rate decrease and collision-aware rate increase can be observed clearly from the figure. Firstly, one can see that two consecutive transmission failures may not necessarily trigger rate decrease in CARA–RI. For example, two consecutive transmission attempts fail at approximately $t = 27.98$ s. However, since one of the two transmission failures (the one that is shown as a “○” point) is caused by frame collision and detected by CCA Detection, the transmission rate is not lowered. Secondly, one can see that CARA–RI increases the transmission rate in a more proactive way. For example, none of the first four collision attempts fail.

Fig. 12. Wireless channel variation and rate adaptation behaviors of testing schemes in a fading channel environment with station mobility.
events (i.e., the first four “△” points) in the figure delays the rate-increase decision; hence the transmission rate selections of CARA–RI follow the SNR variation pretty well. We vary the number of stations in the group and simulation results are shown in Fig. 13b. Each value in the figure is obtained by averaging over 20 simulation runs. As expected from Fig. 12, CARA–RI yields higher throughput than both CARA–CCA and CARA–RTS, and outperforms ARF significantly, while CARA–CCA shows comparable throughput performance with CARA–RTS.

5.3.2. Static stations at random locations
Finally, we evaluate and compare the performances of testing schemes in randomly-generated network topologies: all stations are static and randomly placed within a circle around the AP with the radius of 80 m. The number of contending stations varies from 5 to 20. Simulation results are plotted in Fig. 14, where each value is averaged over 50 scenarios. Note that the simulation results for Genie are not shown in the figures. This is because the proper usage of RTS/CTS exchange in Genie requires an accurate estimation of the collision probability, which is nontrivial in the presence of randomly-located stations in the network.

In general, CARA schemes are significantly better than ARF in terms of aggregate throughput, thanks to their collision-awareness capabilities, and CARA–RI outperforms CARA–CCA. The performance comparison of testing schemes in terms of aggregate throughput becomes more clear in the scatter plot shown in Fig. 15. The left and right y-axes in each of four figures in Fig. 15 represent the CARA–RI throughput and the ARF throughput, respectively, and the CARA–CCA throughput is shown along the x-axis. “o” points represent the relation between CARA–RI and CARA–CCA throughput, and “+” points represent the relation between CARA–CCA and ARF throughput. In these figures, an “o” point above the $y=x$ line means that CARA–RI outperforms CARA–CCA, while a “+” point below the $y=x$ line means that CARA–CCA yields higher throughput than ARF. It can be seen clearly from Fig. 15 that CARA–RI outperforms CARA–CCA which yields much higher throughput than ARF in all the simulated scenarios.

Note that there may be some hidden stations in random-topology networks. However, the chance of existence of hidden stations in randomly-generated network topologies is lower than in the hidden-station topology described in Section 5.2.3. Thus in our simulations, higher throughput is usually observed with random-topology networks than with hidden-node topology networks.

6. CARA implementation and experimentation

As a proof of concept, we implement CARA–RI, CARA–RTS, and ARF in our Linux-based WLAN testbed. In this section, we first describe the implementation details and the experimental setup, and then present evaluation results.

6.1. Implementation details

We compare CARA schemes with ARF (with and without RTS/CTS exchanges) and other available schemes in our experimental evaluation. We implement the functional operations of testing schemes based on MadWifi (version 0.9.2 ~ 0.9.4) [4] which is an open-source Linux-based WLAN driver to control Atheros WLAN chipsets [31]. Lap-
top and desktop computers in our testbed are loaded with Debian Linux (kernel version 2.6.18/C24) [32] and the customized MadWifi driver to form a WLAN.

One core part of CARA is the adaptive usage of the RTS/CTS exchange. However, as pointed out in [5], most of the available Atheros WLAN chipsets are high-latency systems due to the high communication latency between their PHY and MAC layers. As a result, the per-MPDU-based RTS-on/off operation required by CARA schemes is quite challenging with the MadWifi driver. Specifically, there is the following operational challenge when implementing CARA schemes. All parameters related to a data frame transmission are specified in the form of a descriptor. Once a data frame is ready to be transmitted and is passed to a buffer in the driver, namely ath_txq, all operations regarding the data frame transmission should follow the rule specified in the descriptor. No operational control change however is allowed for data frames backlogged in ath_txq. The RTS-on operation in CARA schemes, which should be enabled upon the detection of a data transmission failure, cannot be invoked in a per-MPDU manner after getting into the driver buffer.

Our driver patch to cope with this challenge is to limit the maximum number of data frames that can be queued in ath_txq to 1. We have worked on analyzing the effect of the queue-restriction patch on the system performance, and concluded that our approach is not harmful in achieving the identical maximum throughput to that without the queue restriction.

6.2. Experimental setup

We construct a Linux-based WLAN testbed to evaluate the implemented schemes. Cisco 802.11a/b/g WLAN adapters [33], which embed Atheros AR5002X chipsets, are used in our testbed, and our modified MadWifi driver is loaded into the testbed computers. In our experiments, both 802.11a/g configurations are used. Meanwhile, the results based on the 802.11a setting are mainly presented in this section because of the observed consistent tendency, which we believe comes from 802.11a’s cleaner frequency band, thus yielding less interference from the surrounding environment. All experiments are performed in an indoor laboratory.

We use Iperf [34] as the UDP packet generator and it is loaded into both the AP and stations. CBR (Constant Bit Rate) traffic is generated at a certain rate to make sure that each station always has a frame to transmit and ath_txq is never empty. CBR packet size is 1000 octets, unless specified otherwise. Our empirical investigation of rate selection performance includes three collision-ambient scenarios: (1) static location with contention, (2) station mobility with contention, and (3) static location, but enhanced contention from a hidden station. Detailed topological configurations will be addressed at each scenario.

6.3. Static location with contention

As addressed earlier, our goal in this experiments is to show that the real testbed results confirm what we observed in simulation studies. The first scenario operates seven WLAN entities (i.e., six stations and one AP), which targets to double-check the advantage of collision-aware rate selection when a hidden station does not exist.

Stations are located very close to each other enough not to produce the hidden-station effect. The AP contends for the medium while it is approximately 6.8 m away from the stations. In our experimental configuration, it is highly likely that the channel quality over the distance is good enough to afford error-free communication among the WLAN entities at the fastest rate, i.e., 54 Mbps. Each experimental run lasts for 10 min, and the results for each scenario are averaged over 12 runs. To build a highly contending environment even with a small number of stations (up to six), we make the contention window size remain the minimum value. Furthermore, in order to minimize potential unexpected performance variation caused by people’s movement and interference from other devices operating at the same frequency band, experiments are conducted at nighttime and all WLAN adapters are configured to operate at channel 157 of the 802.11a PHY (with the center frequency of 5.785 GHz), which is found to be the cleanest channel during our experimental study.

Fig. 16 plots the measured performance in terms of MAC throughput with 95% confidence interval. As observed from the simulation study in Section 5, Fig. 16 shows that CARA–RI outperforms both CARA–RTS and ARF, and CARA–RTS yields higher throughput than ARF, particularly when...
the number of contending stations (denoted as \( N \) for the rest of this section) is large. For example, when \( N = 6 \), CARA–RI and CARA–RTS show 305.4% and 272.2% throughput improvement over ARF, respectively. On the other hand, when \( N \) is small, all three schemes show comparable throughput performances due to less contention and collisions in the network. On average, the throughput improvements of CARA–RI and CARA–RTS over ARF are about 62.0% and 57.5%, respectively.

In order to have a good understanding on how/why CARA schemes outperform ARF, we investigate the cause of observed throughput differences by plotting the ECDF (Empirical Cumulative Distribution Function) of the rates used for successful data frame transmissions with ARF, CARA–RTS, and CARA–RI in Fig. 17a–c, respectively. Each curve in the figure intersects with the right y-axis at value \( p \) – which represents the percentage of successful transmissions out of total number of transmission attempts – when the corresponding testing scheme is used. Clearly, \( p \) is less than or equal to one, and varies with \( N \) for a given testing scheme. In general, as \( N \) increases, there are more contention and collisions in the network, thus resulting in a smaller \( p \).

As shown in Fig. 17a, when there is only a single transmitter in the network (i.e., \( N = 1 \)), almost all the data frames are transmitted at the highest 54 Mbps, and almost all transmissions succeed, meaning that the channel condition is good enough to allow highest-rate data transmissions. However, with ARF, when there are more contending stations in the network, there are more transmission failures and majority of successful data transmissions are conducted at lower rates. For example, when \( N = 6 \), about 30% of data frame transmissions fail, and about 60% of data frames are transmitted successfully but at the lowest 6 Mbps. Such an undesirable transmission rate distribution clearly testifies to ARF’s conservative nature as well as its inability to differentiate frame collisions from transmission failures caused by deteriorated channel conditions. This is consistent with our observations in Fig. 16.

On the other hand, thanks to collision-aware rate-decrease decisions in CARA–RTS, data frames are transmitted at relatively higher rates in contending network environments. As shown in Fig. 17b, with CARA–RTS, most successful data frame transmissions are conducted at 36, 48, or 54 Mbps even when \( N = 6 \). In Fig. 17c, we observe even better transmission rate distributions with CARA–RI, which are nearly the same regardless of the number of contending stations in the network. This is due to CARA–RI’s collision-aware rate-increase decisions in addition to collision-aware rate-decrease decisions as in CARA–RTS. Accordingly, as shown in Fig. 16, CARA–RI shows slightly higher aggregate throughput than CARA–RTS; the limited performance improvement is due to the fact that the throughput improvement of transmitting at 54 Mbps over transmitting at 48 or 36 Mbps is not significant.

6.4. Station mobility

In the second scenario, we revisit the impact of station mobility on transmission rate selection, which we observed previously in Section 5.3.1 with simulation studies.

There is a total of 10 computers used in the experiments: one laptop for AP and nine desktop computers for stations. At the initial stage, a group of closely-located stations are placed inside a room, which are about 4 m away from the AP that is in front of the door. After starting each experiment, the AP begins moving away from the stations along a corridor at the speed of 0.54 m/s approximately. At 30 s, the AP reaches the end of the corridor and comes back to the door at the same speed. At the time of 60 s, an experiment finishes and the AP returns to the initial location.

We measure the throughput of each station and used transmission rates. The average aggregate throughput performance with 95% confidence interval is shown in Fig. 18. In general, the aggregate throughput degrades as the number of contending stations increases. Rate adaptation behaviors of different testing schemes are shown in Fig. 19a–c. Note that Fig. 19 depicts the used transmission rate, irrespective of its success or failure. In terms of the capability of reacting to the wireless channel fluctuation and adapting the transmission rate, the testing schemes are ranked in the order of CARA–RI ≫ CARA–RTS ≫ ARF (from the best to the worst), which confirms what we observed using simulation studies in Section 5.3.1.

The rate distribution of ARF–RTS/CTS is particularly interesting. As shown in Fig. 19b, its distribution does not vary much with the number of contending stations (\( N \)) from 3 to 9, due to its per-frame RTS activation. As a result, the standard deviation of the measured throughput of ARF–RTS/CTS for different \( N \) is only 0.87 Mbps, while all other schemes show a deviation between 2.24 and 2.84 Mbps. Accordingly, the rate distribution of ARF–RTS/CTS can be the reference that a proper rate adaptation scheme should follow under this experimental setup. With \( N = 3 \), CARA schemes outperform ARF–RTS/CTS due to the intelligent RTS activation. As the number of stations increases, however, CARA–RTS shows huge throughput degradation. This is because intense transmission error sources such as long-term and short-term channel variation as well as collision induced by contention generate transmission errors that make \( m \) be reset, thus yielding improper (or delayed) rate-increase attempts. In comparison,
thanks to CARA–RI’s RTS activation before resetting m, CARA–RI shows a comparable rate distribution with ARF–RTS/CTS when N = 9, which contributes to the highest throughput yielded by CARA–RI among all testing schemes.

6.5. Static location with hidden stations

The third scenario deals with hidden-station-induced collisions and their impact on rate adaptation schemes. To generate a hidden station topology, we place a receiver in between two transmitters. To verify that these transmitters are hidden to each other, we generate broadcast traffic at both the transmitters. The number of broadcast frames transmitted by each station remains nearly the same, irrespective of the presence or absence of the other transmitter. This suffices that the transmitters are mutually hidden. We refer to one as transmitter and the other as hidden interferer. The hidden interferer generates 1003-byte UDP broadcast frames at different traffic generation rates to expose the transmissions from the transmitter to the receiver to mild, moderate, and intense interference. The transmitter also generates the same size of UDP frames to the receiver at the generation rate enough to operate in a saturated mode. Each experiment run lasts for 90 s and results are averaged over three runs for each of the evaluated schemes.

We have compared CARA schemes with ARF. To evaluate CARA one step further, we now consider other existing schemes instead of ARF: SAMPLE (SampleRate) [10], ONOE [4], and AMRR (Adaptive Multi-Rate Retry) [5]. These schemes are well-known in the MadWifi community and operate as follows:

SAMPLE estimates the transmission time associated with each transmission rate under the influence of frame losses. Based on the estimation, it generates a statistical table, updates it with each frame transmission, and adapts its transmission rate by looking it up. SAMPLE performs a rate upgrade if either 2 s have elapsed operating at the current rate or the estimated transmission time of the current rate is greater than or equal to twice the estimated transmission time of the best rate. On the other hand, SAMPLE downgrades its transmission rate with four consecutive...
failures at the current rate. ONOE tags each transmission rate with a credit. Credit count increases by unity (up to the maximum, 10) with less than 10% of failures out of the total transmissions. A node executes the above rate adjustment policy (i.e., credit update) every second. When a credit associated with a rate reaches ten, the transmission rate increases, which means at least 10 s is taken for a rate-up. ONOE lowers the transmission rate after four failures in a raw and then makes it the lowest with other two consecutive failures. AMRR sustains a transmission rate with less than 33% frame losses. If the frame losses are less than 10%, it increases the rate. For consecutive frame losses, AMRR decreases the transmission rate one-step down for every failure and fixes the rate to the lowest with its fourth attempt. It is intriguing that AMRR does not do a retransmission after the fourth attempt.

Table 2 shows the throughput performances of the compared schemes. The maximum achievable throughput of different schemes are measured when the hidden interferer varies its offered load. SAMPLE, ONOE, and AMRR perform poorly with significant throughput loss as the interference intensity shifts from mild (up to 5 Mbps) to intense (from 10 Mbps) from the hidden interferer. CARA–RTS outperforms all compared schemes for the entire range of interference. The gain of CARA–RTS over the average throughput of other compared schemes reaches 464.3% (the 10 Mbps case). CARA–RTS achieves 1.11 Mbps even with the most severe interfering environment. This result shows that CARA effectively copes with such a pessimistic hidden environment, thus yielding a high-throughput gain.

7. Concluding remarks

In this paper, we present the design and implementation details of a novel collision-aware rate adaptation scheme called CARA for IEEE 802.11 WLANs. The key idea of CARA is that the transmitter combines adaptively the RTS/CTS exchange with the CCA functionality in order to differentiate frame collisions from frame transmission failures caused by channel errors. CARA specifies three different methods: (i) CARA–RTS that identifies collision via RTS Probing; (ii) CARA–CCA that identifies collision via RTS Probing as well as CCA Detection; and (iii) CARA–RI that makes collision-aware rate-increase decisions while identifying collision via CARA–CCA.

Through extensive ns-2 simulation study, we show that CARA schemes are more likely to make correct rate adaptation decisions than other schemes in various environmental settings. Furthermore, compared with CARA–RTS and CARA–CCA, CARA–RI adjusts more quickly to the improving wireless channel condition by increasing the transmission rate more proactively, thus showing better throughput performance in various network conditions. In addition to the simulation study, we implement CARA schemes on the MadWifi platform in our Linux-based WLAN testbed in order to prove the superiority of CARA to existing schemes, such as ARF, ARF–RTS/CTS, SAMPLE, ONOE, and AMRR. Experimental results also demonstrate the effectiveness of CARA.
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