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A B S T R A C T

This paper proposes LBA, a lifetime balanced data aggregation scheme for the Internet of Things (IoT) under an application-specified end-to-end delay requirement. In contrast to existing aggregation schemes, LBA aims to prolong the IoT network lifetime under network heterogeneity and dynamics, while ensuring the required data delivery delay. To achieve this goal in a distributed manner, LBA adaptively adjusts the aggregation delays of neighboring devices to balance the lifetime between them. As such balancing takes place in all neighborhoods, the minimal device lifetime in the network is increased gradually, thus prolonging the lifetime of the entire network. The effectiveness of LBA is demonstrated via extensive experiments on a testbed. Generally, when the network presents a higher degree of heterogeneity and dynamics, LBA's performance gain over a state-of-the-art non-adaptive data aggregation scheme becomes more significant, and the gap between LBA's performance and its theoretical upper bound gets smaller.
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1. Introduction

In the Internet of Things (IoT), tiny IoT devices are usually powered by small batteries with limited energy supplies. When deploying these devices for long-term applications such as continuous environmental monitoring, it is critical to prolong the IoT network lifetime.

Data aggregation [1,2] has been widely recognized and applied as an effective technique to reduce the communication cost and extend the operational lifetime of devices. With data aggregation, a device is allowed to hold data received from neighboring devices or data generated by itself for a period of time (referred to as aggregation delay), aggregate them together, and send out the aggregated result. This way, redundancy is eliminated from raw data and the communication cost is reduced. In this paper, we present a unique data aggregation scheme, called LBA (Lifetime Balanced Aggregation), to prolong the IoT network lifetime while satisfying the application-specified end-to-end data delivery delay requirement.

1.1. Motivation and contributions

In a data aggregation scheme, the extent to which data volume can be suppressed depends highly on the aggregation delay. With a larger aggregation delay, more data may be suppressed and less energy may be consumed on data transmissions; hence, the communication efficiency may be increased. However, more delay would be added to the end-to-end data delivery. Therefore, there is a tradeoff between communication efficiency and end-to-end delay. As the first contribution of
the paper, we study the generic \((\rho, \Theta)\) end-to-end delay requirement, which requires that each sensory data shall reach the sink within \(\Theta\) time after its generation with a probability of at least \(\rho\). Here, \(\rho\) and \(\Theta\) are application-specified parameters. We conduct a comprehensive study on the relation between data traffic, aggregation delay, \((\rho, \Theta)\) end-to-end delay requirement, and device lifetime, which provides a theoretical foundation to the proposed LBA scheme.

In practice, devices may have different lifetime due to various reasons. For example, the following devices may have a shorter lifetime than their peers: (i) devices with a battery of poorer quality; (ii) bottleneck devices on a data collection tree; (iii) solar-powered devices [3,4] but deployed at shady locales; or (iv) wireless-chargeable devices [5–8] but deployed far away from the charger. Moreover, the IoT network conditions are heterogeneous and dynamic by nature. Data traffic, link quality, and network topology often vary over time. Thus, device lifetimes may change over time, and in general, it is difficult to identify or predict which devices have a shorter lifetime. As energy depletion in a single device may cause network disconnection or create coverage holes, which could render the entire network nonfunctional, many IoT network applications [9–11] have defined the network lifetime as the minimal device lifetime among all devices in the network, which is also the focus of our study in this paper. Based on the above observations, the second contribution of the paper is the design and implementation of the LBA scheme to prolong the IoT network lifetime under the end-to-end delay constraint.

It has the following features:

- LBA adjusts the aggregation delays of neighboring devices (along the source-to-sink path) together in a collaborative manner, so that the lifetime between them may be balanced without increasing the end-to-end delay. This way, the end-to-end delay requirement is satisfied while, as neighboring devices keep balancing their lifetime, the minimal device lifetime in the network is increased and thus the IoT network lifetime is extended.
- LBA is a distributed and scalable scheme as the adjustment of aggregation delays only occurs locally between neighbors.
- LBA is able to deal with network heterogeneity and dynamics in a timely manner, as the adjustment of aggregation delays is triggered as soon as the lifetime between neighboring devices becomes unbalanced due to network changes.
- LBA is able to adjust aggregation behaviors dynamically to the network changes such as route switching, packet loss, etc., and, therefore, is applicable in practical scenarios.
- LBA is a generic data aggregation scheme, which is applicable to heterogeneous networks that experience performance tradeoff between system lifetime and end-to-end delay. These networks include both IoT and traditional sensor networks.

We have implemented and evaluated LBA on a testbed of 32 TelosB nodes, and demonstrated its effectiveness with extensive experiment results under various network configurations.

### 1.2. Comparison with existing schemes

Many data aggregation schemes have been proposed in the past, which we will discuss in detail in Section 7. While most of these schemes focus on traffic suppression and communication efficiency, a few of them consider the tradeoff between communication efficiency and end-to-end delivery delay. In Table 1, we compare LBA with these schemes in terms of whether an end-to-end delay bound can be guaranteed, whether time synchronization is required between devices, whether a scheme is a distributed and localized solution, and whether a scheme is able to handle network heterogeneity and dynamics.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Bounded Delay</th>
<th>Asynchronous</th>
<th>Distributed</th>
<th>Handle Network Dynamics</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12,13]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>[14]</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[15]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>[16]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>LBA</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Among these schemes, [12] simply degrades the packet utility as the delivery delay increases while [13] conducts data aggregation on the shortest path tree to reduce the delivery delay; but, none of them is able to provide a delay bound guarantee on the end-to-end data delivery. Hariharan and Shro [14], Solis and Obrazcka [15], Xiang et al. [16] minimize the network-wide energy consumption based, however, on an important assumption that time is synchronized between devices. Becchetti et al. [17] proposes an asynchronous and distributed data aggregation scheme. It allocates the end-to-end delay bound equally at each device along the source-to-sink path. Unfortunately, it cannot deal with network heterogeneity or dynamics, which are critical and practical factors that affect the network lifetime.

In comparison, the proposed LBA scheme is a distributed solution without requiring time synchronization between devices. It extends the network lifetime under the end-to-end delay constraint, even under various network dynamics such as packet losses, channel contention, and routing changes.
1.3. Organization

The rest of the paper is organized as follows. Section 2 describes the system model and overviews the proposed LBA scheme. Sections 3–5 present the details of analysis, design, and implementation of LBA. Section 6 reports the experiment results. Section 7 reviews the related works and Section 8 concludes the paper.

2. System model and design overview

2.1. System model

We study the data aggregation problem in the Internet of Things, where each node\(^1\) generates and reports sensory data periodically, and all the nodes form a data collection tree rooted at the sink. To build and maintain the data collection tree, a routing protocol such as the collection tree protocol (CTP) [18] may be used. Due to the dynamic nature of the channel conditions, the network topology may vary over time. In practice, however, the network topology may not change very frequently as link qualities usually are stable over a relatively long period of time [19]. An asynchronous duty cycle MAC protocol such as RI-MAC [20] is employed. Nodes may not be time-synchronized or energy-synchronized (i.e., their energy supplies and consumption rates may be different).

A typical data aggregation process is shown in Fig. 1. In a data collection tree, a source node may not send out a data packet immediately after it is generated. Instead, the node may wait for a certain period of time (called the self-aggregation delay (SAD)), and aggregate all the data packets generated during the period, thus reducing the total amount of data sent to its parent node. Similarly, a forwarding node may not forward a data packet immediately after the reception; it may wait for another period of time (called the forwarding-aggregation delay (FAD)) in order to aggregate all the data packets received during the period. Therefore, the overall aggregation delay (OAD) involved in delivering a data packet from a source node to the sink is composed of an SAD (at the source node) and multiple FADs (at forwarding nodes).

Moreover, we assume the total aggregation model [21] in this work. That is, an arbitrary number of data packets that are available at the aggregation time can be compressed into a single data packet. Such model can be seen in many IoT network applications [17,22,23]. For example, in monitoring applications, users often are more interested in the maximum, minimum, average, or percentile statistics of sensory data, rather than the raw data themselves.

2.2. Problem statement

From the data aggregation process described above, we can see that a longer aggregation delay (SAD or FAD) may increase the end-to-end data delivery delay, but could allow more packets to be aggregated, which may result in reduced

---

\(^1\) To simplify the presentation, we refer to IoT device as “node” in the rest of this paper.
nodal energy consumption on data transmissions and consequently a longer nodal lifetime. So, there is a tradeoff between delivery delay and nodal lifetime.

Ideally, all nodes in the network shall work together to determine the proper SAD and FAD values so that (i) the network lifetime, i.e., the minimal nodal lifetime among all nodes, is maximized; while (ii) the end-to-end delay requirement from source nodes to the sink is satisfied. Unfortunately, it is impractical to accomplish the above global optimization task in a distributed manner because it requires each node to know the network topology and the following information of every other node in the network: the residual nodal energy and the data generation rate. Acquiring this information could incur high communication overhead because of potentially large network scale and dynamic nature of the information. Moreover, it may also incur high computational overhead at each node as this problem has been proven to be NP-complete [17].

Instead, we study the following localized problem for each node $i$ in the network:

**Objective:**

- $\max \min_{j \in \mathcal{C}_i} \{L(j)\}$, where $L(j)$ is node $j$’s nodal lifetime and its computation will be explained later in Section 3.3. $\mathcal{C}_i$ is the set of $i$’s child nodes.

**Subject to:**

- $(\rho, \Theta)$ **end-to-end delay requirement:** With a probability of at least $\rho$, each sensory data shall reach the sink within $\Theta$ time after its generation, where $\rho$ and $\Theta$ are application-specified parameters.

**Output:**

- $i$’s aggregation parameters: SAD($i$) and FAD($i$).

The goal of this problem is to maximize the minimal nodal lifetime in $i$’s neighborhood, which includes node $i$ and its children node set $\mathcal{C}_i$. As such procedure occurs in all neighborhoods, the minimal nodal lifetime in the entire network, i.e., the network lifetime, may be improved gradually. Note that the $(\rho, \Theta)$ end-to-end delay requirement is generic in the sense that other types of delay requirements may be obtained from it by assigning proper values to $\rho$ and $\Theta$. For example, by setting $\rho = 1$, the delay requirement becomes that all data shall reach the sink within a hard delay bound of $\Theta$.

### 2.3. Design overview

We propose a scheme called LBA (Lifetime Balanced Aggregation) to address the problem defined above. In LBA, coordination only take place locally between parent-child nodes, which exchange information with each other and adjust their SAD and FAD parameters together in a collaborative manner. As shown in Fig. 2, when a parent node receives a data packet from its child node, it extracts the control information (e.g., the estimated nodal lifetime) embedded in the data packet and feeds them into the Aggregation Controller module, which decides how the parent node shall adjust its own SAD and FAD. The decision is then piggybacked into the ACK packet to the child node, based on which the child node adjusts its aggregation behavior accordingly. This way, the minimal nodal lifetime between parent-child nodes is increased while the end-to-end delay requirement is satisfied. Parent and child nodes’ behaviors are elaborated in Section 4.

### 3. Analytical study

To provide a theoretical foundation to the proposed LBA scheme, we conduct a comprehensive study on the relation between the aggregation delays, the outgoing data rates, the nodal lifetime of each node, and the $(\rho, \Theta)$ end-to-end delay requirement. The result will be used in LBA to decide how parent-child nodes shall collaborate with each other to adjust...
the aggregation delays together (see Section 4 for details). Specifically, we first describe the nodal aggregation behavior in LBA and derive the outgoing data rate of each node. Then, we study the \((\rho, \Theta)\) end-to-end delay requirement in detail and present a sufficient condition to guarantee this requirement. Next, we present the formula for estimating the nodal lifetime. Finally, we derive an upper bound of the network lifetime achievable with LBA. Notations used in this paper are summarized in Table 2.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAD(i)</td>
<td>node (i)'s self-aggregation delay</td>
</tr>
<tr>
<td>FAD(i)</td>
<td>(i)'s forwarding-aggregation delay</td>
</tr>
<tr>
<td>CFAD(i)</td>
<td>cumulative forwarding-aggregation delay from (i) to sink</td>
</tr>
<tr>
<td>OAD(i)</td>
<td>overall aggregation delay from (i) to sink</td>
</tr>
<tr>
<td>(\lambda(i))</td>
<td>(i)'s self-data generation rate</td>
</tr>
<tr>
<td>(\mu(i))</td>
<td>(i)'s outgoing data rate</td>
</tr>
<tr>
<td>(\mu(i))</td>
<td>lower bound of (i)'s outgoing data rate</td>
</tr>
<tr>
<td>(e(i))</td>
<td>(i)'s residual nodal energy</td>
</tr>
<tr>
<td>(l(i))</td>
<td>(i)'s estimated nodal lifetime</td>
</tr>
<tr>
<td>(h(i))</td>
<td>(i)'s hop count to sink</td>
</tr>
<tr>
<td>(d_L(i))</td>
<td>one-hop communication delay from (j) to (i)</td>
</tr>
<tr>
<td>(d_{OD}(i))</td>
<td>cumulative communication delay from (i) to sink</td>
</tr>
</tbody>
</table>

3.1. Nodal aggregation behavior in LBA

For each node \(i\) in the network, depending on the relation between FAD(i), SAD(i), \(\sum_{j \in C} \mu(j)\) – the total incoming data rate from its children, and \(\lambda(i)\) – its data generation rate, it behaves differently. In LBA, as FAD(i) is always smaller than SAD(i) (the proof of this statement is given in Section 3.2; refer to Inequality (12)), we have the following three types of nodal aggregation behaviors.

**Type I:** \(\frac{1}{\sum_{j \in C} \mu(j)} \leq \text{FAD}(i) \leq \text{SAD}(i)\). This means that data packets arrive quickly in short intervals from the children. In this case, a timer is fired every FAD(i) interval on average (which follows an exponential distribution), upon which all data packets in the queue (including both data received from its children and self-generated data) are aggregated into a single packet (according to the total aggregation model discussed in Section 2) and forwarded to the parent. Therefore, the outgoing data rate in this case is \(\mu(i) = \frac{1}{\text{FAD}(i)}\).

**Type II:** \(\frac{1}{\sum_{j \in C} \mu(j)} > \text{FAD}(i)\) and \(\frac{1}{\lambda(i)} \leq \text{SAD}(i)\). This means that data packets arrive less frequently from the children, but the node itself generates data packets quite often (more frequently than every SAD(i) time on average). In this case, the node treats data received from the children and self-generated data differently as follows:

- Whenever a data packet is received from a child node, the node immediately aggregates the packet with the self-generated data packets waiting in the queue (if any), and forwards to the parent. Hence, the forwarding-aggregation delay for the relayed data packets is zero.
- A timer is fired every SAD(i) interval on average (which follows an exponential distribution), upon which all self-generated data packets during the interval are aggregated and forwarded to the parent.

As a result, the outgoing data rate of node \(i\) in this case is \(\mu(i) = \sum_{j \in C} \mu(j) + \frac{1}{\lambda(i)}\).

**Type III:** \(\frac{1}{\sum_{j \in C} \mu(j)} > \text{FAD}(i)\) and \(\frac{1}{\lambda(i)} > \text{SAD}(i)\). This means that traffic is light with data packets slowly arriving from the children and generated by the node itself. In this case, every data packet is simply forwarded (without delay) to the parent upon its reception or generation. Therefore, the outgoing data rate is \(\mu(i) = \sum_{j \in C} \mu(j) + \lambda(i)\).

To summarize, the outgoing data rate of node \(i\) can be derived as follows:

\[
\mu(i) = \begin{cases} 
\frac{1}{\text{FAD}(i)} & : \sum_{j \in C} \mu(j) \leq \text{FAD}(i), \\
\sum_{j \in C} \mu(j) + \frac{1}{\text{SAD}(i)} & : \sum_{j \in C} \mu(j) > \text{FAD}(i) \\
\sum_{j \in C} \mu(j) + \lambda(i) & : \frac{1}{\lambda(i)} \leq \text{SAD}(i), \\
\sum_{j \in C} \mu(j) + \lambda(i) & : \frac{1}{\lambda(i)} > \text{FAD}(i) \\
\end{cases}
\]

(1)

Note that a node’s incoming data rate is simply the sum of its children’s outgoing data rates.
3.2. \((\rho, \Theta)\) end-to-end delay requirement

**Theorem 3.1.** Consider the following path \(n_0 \rightarrow n_1 \rightarrow \cdots \rightarrow n_k\), where \(n_0\) is the source node and \(n_k\) is the sink. Let \(d(n_i, n_{i+1})\) denote the one-hop communication delay from \(n_i\) to \(n_{i+1}\), which includes all delay factors other than the aggregation delay, such as processing delay, transmission delay (and retransmissions if needed), etc. We claim that, as long as the following condition is satisfied:

\[
OAD(n_0) \leq \frac{\Theta - \sum_{i=0}^{k-1} d(n_i, n_{i+1})}{\ln(1 - \rho^{1/k})},
\]

where \(OAD(n_0) = SAD(n_0) + \sum_{i=0}^{k-1} FAD(n_i)\) is the overall aggregation delay along the path from \(n_0\) to \(n_k\), the \((\rho, \Theta)\) end-to-end delay requirement is satisfied for node \(n_0\), meaning that with a probability of at least \(\rho\), each data packet generated by \(n_0\) would reach \(n_k\) within \(\Theta\) time after its generation.

**Proof.** We start with the first hop: \(n_0 \rightarrow n_1\). Let \(D(n_0, n_1)\) denote the time for a data packet to reach \(n_1\) from \(n_0\). According to the analysis of the outgoing data rate in the previous section, as \(n_0\) is the source node and does not have a child, it behaves according to either Type II or III upon generation of a data packet:

- **Type II:** It waits for \(T(n_0)\) time before aggregating all buffered packets and forwarding to \(n_1\), where \(T(n_0)\) is a random variable that follows an exponential distribution with a mean of \(SAD(n_0)\); i.e., \(D(n_0, n_1) = T(n_0) + d(n_0, n_1)\);
- **Type III:** It forwards the data packet immediately to \(n_1\) without any delay, i.e., \(D(n_0, n_1) = d(n_0, n_1)\).

Hence, we have:

\[
D(n_0, n_1) \leq T(n_0) + d(n_0, n_1).
\]

Therefore, the probability that a data packet reaches \(n_1\) within any given \(\theta_0\) time from its generation at \(n_0\) is:

\[
P[D(n_0, n_1) \leq \theta_0] = P[T(n_0) + d(n_0, n_1) \leq \theta_0] = 1 - e^{-\frac{\theta_0 - d(n_0, n_1)}{SAD(n_0)}}.
\]

Similarly, whenever an intermediate node \(n_i\) receives a data packet from its child, it either (i) waits for at most \(T(n_i)\) time before it aggregates all buffered packets and forwards to \(n_{i+1}\) (Type I behavior), where \(T(n_i)\) is a random variable that follows an exponential distribution with a mean of \(SAD(n_i)\); or (ii) forwards the data packet immediately to \(n_{i+1}\) without any delay (Type II or III behavior). Hence, we have:

\[
D(n_i, n_{i+1}) \leq T(n_i) + d(n_i, n_{i+1}),
\]

where \(D(n_i, n_{i+1})\) is the time for a data packet to reach \(n_{i+1}\) from \(n_i\). Subsequently, the probability that the data packet reaches \(n_{i+1}\) from \(n_i\) within any given \(\theta_i\) time is:

\[
P[D(n_i, n_{i+1}) \leq \theta_i] = P[T(n_i) + d(n_i, n_{i+1}) \leq \theta_i] = 1 - e^{-\frac{\theta_i - d(n_i, n_{i+1})}{SAD(n_i)}}.
\]

Let’s consider a specific set of \(\theta_i\) values:

\[
\theta_i = \begin{cases} 
\left(\Theta - \sum_{i=0}^{k-1} d(n_i, n_{i+1})\right) \cdot SAD(n_0) + d(n_0, n_1) & : i = 0; \\
\left(\Theta - \sum_{i=0}^{k-1} d(n_i, n_{i+1})\right) \cdot FAD(n_i) + d(n_i, n_{i+1}) & : 0 < i < k.
\end{cases}
\]

It is clear that \(\sum_{i=0}^{k-1} \theta_i = \Theta\). Therefore, the probability that a data packet generated by \(n_0\) reaches the sink \(n_k\) (over \(k\) hops) within \(\Theta\) time can be calculated as follows:

\[
P\left[\sum_{i=0}^{k-1} D(n_i, n_{i+1}) \leq \Theta\right] = P\left[\sum_{i=0}^{k-1} D(n_i, n_{i+1}) \leq \sum_{i=0}^{k-1} \theta_i\right] \geq \prod_{i=0}^{k-1} P[D(n_i, n_{i+1}) \leq \theta_i] \geq \left(1 - e^{-\frac{\theta_i - d(n_i, n_{i+1})}{SAD(n_i)}}\right) \cdot \prod_{i=1}^{k-1} \left(1 - e^{-\frac{\theta_i - d(n_i, n_{i+1})}{SAD(n_i)}}\right) = \left(1 - e^{-\frac{\theta_i - d(n_i, n_{i+1})}{SAD(n_i)}}\right)^k.
\]
Plugging in Condition (2), we have
\[
P \left[ \sum_{i=0}^{k-1} D(n_i, n_{i+1}) \leq \Theta \right] \geq \rho, \tag{9}
\]
which means that the \((\rho, \Theta)\) end-to-end delay requirement is satisfied for node \(n_0\). \(\square\)

In practice, as larger aggregation delays would allow more traffic to be aggregated to save more energy, LBA always requires equality in Condition (2):
\[
OAD(n_0) = \frac{\Theta - \sum_{i=0}^{k-1} d(n_i, n_{i+1})}{\ln(1 - \rho^{1/k})}. \tag{10}
\]

With this requirement, we can prove that \(FAD(n_i) \leq SAD(n_i)\) for all intermediate nodes \(n_i\) between source node \(n_0\) and sink \(n_k\). This is because, as \(n_0\) is farther away from sink than \(n_i\), the maximum allowed overall aggregation delay for \(n_0\) is smaller than that for \(n_i\), as a data packet generated by \(n_0\) has to traverse more hops to reach the sink (hence more communication delays) while the same end-to-end delay requirement has to be satisfied. In other words, we have:
\[
OAD(n_0) \leq OAD(n_i). \tag{11}
\]

This inequality also can be derived rigorously from Eq. (10). Consequently, we have:
\[
OAD(n_0) = SAD(n_0) + \sum_{j=1}^{k-1} FAD(n_j) \leq OAD(n_i) \Rightarrow \sum_{j=1}^{k-1} FAD(n_j) \leq OAD(n_i)
\]
\[
\Rightarrow FAD(n_i) \leq OAD(n_i) - \sum_{j=i+1}^{k-1} FAD(n_j) = SAD(n_i). \tag{12}
\]

Similarly, we can prove that \(SAD(n_0) \leq SAD(n_i)\) for all intermediate nodes \(n_i\). This is because:
\[
OAD(n_0) \leq OAD(n_i) \Rightarrow SAD(n_0) + \sum_{j=1}^{k-1} FAD(n_j) \leq SAD(n_i) + \sum_{j=i+1}^{k-1} FAD(n_j)
\]
\[
\Rightarrow SAD(n_0) \leq SAD(n_i). \tag{13}
\]

Inequality (13) will be used in Section 3.4 to analyze a lower bound of the outgoing data rate.

3.3. Nodal lifetime

In the proposed LBA scheme, we assume that all nodes run RI-MAC [20], a well-known asynchronous duty cycle MAC protocol. In fact, LBA can also work with other asynchronous duty cycle MAC protocols such as X-MAC [24] and A-MAC [25], by adjusting the nodal lifetime estimation accordingly.

For completeness, the sketch of RI-MAC is shown in Fig. 3. In RI-MAC, each node wakes up for \(\phi\) time every \(T_r\) interval to check if there is any incoming packet intended for it. After turning on the radio, a node broadcasts a beacon to announce that it is ready to receive packets. On the other hand, if a node has a packet to send (e.g., node \(S\) in Fig. 3), it turns on its radio to wait for a beacon from the intended receiver (e.g., node \(R\) in Fig. 3). Upon receiving the beacon, \(S\) sends out its data immediately, which will be acknowledged by \(R\) with an ACK after \(R\) has received the data. Then, \(S\) turns off its radio, while \(R\) and other senders that may have pending packets intended for \(R\) can start to communicate. If there are no more incoming/outgoing packets, \(R\) turns off its radio and goes to sleep.

With RI-MAC, we can estimate the nodal lifetime \(L(i)\) of node \(i\) as follows:
\[
L(i) = \frac{e(i)}{\left( \frac{e(i)}{T_r} + \mu(i) + \phi \tau + \tau \cdot \sum_{j \in C} \mu(j) \right) \cdot P}. \tag{14}
\]

Here, \(P\) is the energy consumption rate when a node’s radio is on. A node could be both a sender and a receiver. As a sender, the node waits for \(\frac{e(i)}{T_r}\) time on average for its receiver to wake up and then consumes \(\tau\) time for each transmission attempt. As a receiver, the node wakes up for \(\phi\) time every \(T_r\) interval, and spends \(\tau \cdot \sum_{j \in C} \mu(j)\) time to receive data packets. Hence, the denominator of Eq. (14) estimates the overall energy consumption rate at node \(i\). Note that, in the above nodal lifetime estimation, we only consider the energy consumed by the communication component of a node, which contributes to the significant majority of the overall nodal energy consumption. Details about lifetime estimation under practical scenarios like time-varying channel conditions are discussed in Section 4.4.
3.4. Performance upper bound

Given the nodal aggregation behaviors described in Section 3.1, and based on the analysis of the end-to-end delay requirement in Section 3.2 and the nodal lifetime in Section 3.3, we have the following theorem.

**Theorem 3.2.** Let $G_i$ be a subtree rooted at node $i$, and $FAD(i)$ and $SAD(i)$ be the forwarding-aggregation and self-aggregation delays of node $i$, respectively. Then, a lower bound of node $i$'s outgoing data rate, denoted as $\hat{\mu}(i)$, can be calculated as:

$$
\hat{\mu}(i) = \begin{cases} 
\sum_{j \in G_i} \lambda(j) & : SAD(i) < \frac{1}{\sum_{j \in G_i} \lambda(j)}, \\
\frac{1}{SAD(i)} & : SAD(i) \geq \frac{1}{\sum_{j \in G_i} \lambda(j)}. 
\end{cases}
$$

**Proof.** There are two scenarios to be considered when calculating the lower bound $\hat{\mu}(i)$.

**Scenario I:** $SAD(i) < \frac{1}{\sum_{j \in G_i} \lambda(j)}$. We prove by contradiction. Assume that node $i$'s outgoing data rate is less than $\sum_{j \in G_i} \lambda(j)$, i.e.,

$$
\mu(i) < \sum_{j \in G_i} \lambda(j).
$$

This means that some data must have been suppressed at some descendants of node $i$. Suppose node $k$ is such a suppressing node and none of its own descendants suppresses any data. Therefore, we have:

$$
\sum_{j \in G_k} \lambda(j) = \lambda(k) + \sum_{j \in G_k} \mu(j).
$$

On the other hand, according to the discussions at the end of Section 3.2, we have:

$$
FAD(k) \leq SAD(k) \leq SAD(i).
$$

Combining Eqs. (17) and (18) with the Scenario I condition that $SAD(i) < \frac{1}{\sum_{j \in G_i} \lambda(j)}$, we have:

$$
FAD(k) \leq SAD(i) < \frac{1}{\sum_{j \in G_i} \lambda(j)} \leq \frac{1}{\sum_{j \in G_i} \lambda(j)} \leq \frac{1}{\sum_{j \in G_i} \mu(j)},
$$

and

$$
SAD(k) \leq SAD(i) = \frac{1}{\sum_{j \in G_i} \lambda(j)} \leq \frac{1}{\sum_{j \in G_i} \lambda(j)} \leq \frac{1}{\lambda(k)}.
$$

According to the nodal aggregation behaviors described in Section 3.1, Eqs. (19) and (20) suggest that node $k$ shall follow Type III behavior, which is to simply forward every data packet immediately without any aggregation upon its generation or reception. This contradicts with the assumption that $k$ is a suppressing node. Therefore, we have

$$
\mu(i) \geq \sum_{j \in G_i} \lambda(j).
$$
Scenario II: SAD(i) ≥ 1 \sum_{j \in C_i} \lambda_j. If none of the nodes on G_i performs any data suppression, we have \mu(i) = \sum_{j \in C_i} \lambda_j ≥ \frac{1}{\text{SAD}(i)}. Else, let k ∈ G_i denote the node that performs data suppression but none of its ancestors on G_i suppresses any data; this implies that \mu(i) ≥ \mu(k). According to the analysis of the outgoing data rate in Eq. (1), when node k conducts data aggregation (Type I or II behavior), its outgoing data rate \mu(k) is at least \frac{1}{\text{SAD}(k)}; since \mu(k) = \frac{1}{\text{SAD}(k)} ≥ \frac{1}{\text{SAD}(i)} in Type I and \mu(k) = \sum_{j \in C_i} \mu(j) + \frac{1}{\text{SAD}(k)} ≥ \frac{1}{\text{SAD}(i)} in Type II. On the other hand, according to the discussions at the end of Section 3.2, we have:

\[
\text{FAD}(k) ≤ \text{SAD}(k) ≤ \text{SAD}(i). \tag{22}
\]

Therefore, we have:

\[
\mu(i) ≥ \mu(k) ≥ \frac{1}{\text{SAD}(k)} ≥ \frac{1}{\text{SAD}(i)}. \tag{23}
\]

Based on the above lower bound, we have developed an algorithm (formally presented in Algorithm 1) to compute an upper bound of the network lifetime when the proposed LBA scheme is used. The algorithm adopts the binary search approach to seek the maximum nodal lifetime that can be achieved via attempting all the valid distributions of the aggregation delay that do not violate the end-to-end delay requirement. In the computation, we have introduced the following relaxations:

- When computing node i's outgoing data rate using Eq. (1), its incoming data rate is assumed to be the sum of the lower bounds of its children nodes' outgoing data rates, which are given in Theorem 3.2. Hence, the computed outgoing data rate for node i is also a lower bound.
- When computing node i's nodal lifetime using Eq. (14), its incoming data rate is assumed to be the sum of the lower bounds of its children nodes' outgoing data rates.

\begin{algorithm}
\caption{Computation of performance upper bound.}
\textbf{Input: }\{e(i), \{\lambda(i)\}, \rho, \Theta, G \\
\textbf{Output: }network lifetime upper bound \(L^*\)
\begin{algorithmic}[1]
\STATE low ← \epsilon; up ← \infty;
\STATE target ← low; // target is the max achievable \(L^*\) value
\WHILE {up − low > \epsilon}
\STATE FAD(sink) ← 0;
\STATE reachable ← false;
\FOR {each node i in the pre-order traversal of G}
\STATE \(\ell^*(i) = \arg\min\{\text{OAD}(\ell(i))\}\) where \(\ell(i)\) is a leaf node in the subtree rooted at \(i\);
\STATE calculate OAD(\(\ell^*(i)\)) according to Theorem 3.1;
\STATE for FAD(i) = 0 : \sigma : OAD(\(\ell^*(i)\)) − \sum_{k \in C_i} FAD(k) do
\STATE \(\mu^*(i)\) is a path from \(i\)'s parent to sink *\/
\STATE calculate \(\hat{\mu}(i)\) according to Theorem 3.2;
\IF {\left(\frac{q + \tau}{\epsilon(i)} \hat{\mu}(i) + \frac{\Theta}{\rho} + \sum_{j \in C_i} \mu(j)\right)^p \geq \text{target}}
\STATE reachable ← true;
\ELSE
\STATE break;
\ENDIF
\ENDFOR
\ENDFOR
\IF {reachable = false}
\STATE up ← target;
\ELSE
\STATE target ← \(\frac{\text{low+up}}{2}\);
\ENDIF
\ENDWHILE
\RETURN low;
\end{algorithmic}
\end{algorithm}
4. **LBA design**

In this section, we first describe the two operational phases of LBA: initial phase and adoption phase, for a given data collection tree with stable channel conditions. Then, we explain how to guarantee the end-to-end delay requirement when the collection tree topology or channel condition changes.

4.1. **Initial phase**

After the data collection tree has been established (e.g., with the CTP routing protocol [18]), each node needs to set its initial FAD and SAD values. For this purpose, each node measures the one-hop communication delay from itself to its parent node, and collects the following information: (i) the total communication delay \(d_{e2e}\) from the node to the sink; and (ii) the number of hops \(h\) from the node to the sink. Based on the collected information, each node computes its OAD (Overall Aggregation Delay) according to Eq. (10), which is the maximum allowed aggregation delay from the node to the sink. The information collection procedure can be easily integrated into routing protocols like CTP by embedding \(d_{e2e}(j) = d(i, j) + d_{e2e}(i)\) and \(h(j) = h(i) + 1\) into node \(j\)'s routing beacons where \(i\) is \(j\)'s parent node.

During the initial phase, LBA intends to evenly distribute the maximum allowed leaf-to-sink aggregation delay along the route. In the following, we use an example (as shown in Fig. 4) to explain how the initial phase works.

- Each leaf node reports its OAD and \(h\) values to the parent node.
- Based on the received information from its children, each node \(i\) identifies the leaf node \(\ell^*(i)\) that has the minimum per-hop OAD value to the sink among all leaf nodes in the subtree rooted at \(i\), i.e., \(\ell^*(i) = \arg\min_{\ell(i)} \{OAD(\ell(i))\}\), and forwards \(OAD(\ell^*(i))\) and \(h(\ell^*(i))\) to its own parent. In Fig. 4(b), node 2 only has one child (i.e., node 4) and hence it forwards OAD(4) and \(h(4)\) to node 1, which calculates \(\ell^*(1) = \arg\min_{\ell(1)} \{OAD(4) h(4), OAD(3) h(3)\} = 4\), based on the information received from both children.
- The above procedure continues till the sink has identified the leaf node (denoted as \(\ell^*\)) that has the globally minimum per-hop OAD value. In the example shown in Fig. 4, \(\ell^* = 4\).
Then, the sink broadcasts a CFAD (Cumulative Forwarding Aggregation Delay) value to its children, where CFAD(i) is the sum of all forwarding aggregation delays from node i to the sink. Clearly, CFAD(sink) = 0 s. Upon receiving CFAD(i) from its parent node i, node j acts as follows:

- If node j is a non-leaf node, it updates \( FAD(j) = \frac{OAD(v(j)) - CFAD(j)}{n(j)} \) with an objective of evenly distributing the remaining OAD along the branch from j to \( \ell^*(j) \). To satisfy the end-to-end delay requirement for self-generated data, node j updates SAD(j) = OAD(j) − CFAD(i). Then, j sends CFAD(j) = CFAD(i) + FAD(j) to all of its children. As shown in Fig. 4(c), node 1 sets FAD(1) = 6.5/3 ≈ 2.2 s, SAD(1) = OAD(1) − CFAD(sink) = 11.8 s, and sends CFAD(1) = CFAD(sink) + FAD(1) = 2.2 s to nodes 2 and 3.
- If j is a leaf node, it simply sets \( FAD(j) = SAD(j) = OAD(j) − CFAD(i) \). As shown in Fig. 4(d), leaf node 4 sets FAD(4) = SAD(4) = OAD(4) − CFAD(2) = 2.1 s. It is easy to verify that the end-to-end delay requirement is satisfied for all source nodes in Fig. 4(d) while the OAD value is evenly distributed along the branch from the sink to node 4 (i.e., the \( \ell^* \) node).

### 4.2. Adaption phase

During the adaption phase, each parent node and its children adjust their SAD and FAD values together in a collaborative manner to balance the nodal lifetime between them. More specifically, a child node piggybacks the following information in the data packet to its parent: its \textit{estimated nodal lifetime}, SAD, FAD, \textit{outgoing data rate}, and \textit{incoming data rate}. Based on these information, the parent node decides how to adjust its own SAD and FAD values, and then piggybacks the updated CFAD value in the ACK to its children. Upon receiving the ACK, the child node updates its SAD and FAD values accordingly to maintain the end-to-end delay bound.

Fig. 5 illustrates the behaviors of node i as a parent node. When receiving a data packet from its child node j, node i extracts \( L(j), FAD(j), SAD(j), \mu(j) \) and \( \sum_{k \in C_j} \mu(k) \) from the packet. If the difference between \( L(i) \) (node i’s lifetime) and the minimum lifetime among node i’s children is greater than a certain threshold \( \alpha \), the aggregation delays are adjusted according to the following two cases.

![Fig. 5. Flowchart of adjusting aggregation delays when node i acts as a parent node.](image-url)
Case I: $L(i) > \min_{j \in C_i} L(j) + \alpha$. In this case, node $i$ has a longer lifetime than the minimum lifetime among its children. From Eqs. (14) and (1), we know that the lifetime ($L$) of a child node is a decreasing function of its outgoing data rate ($\mu$), which in turn is a non-increasing function of its SAD and FAD values. This means that the lifetime of a child node is a non-decreasing function of its SAD and FAD values. Therefore, to increase $\min_{j \in C_i} L(j)$, LBA adjusts the aggregation delays as follows:

- Let $\Delta = \min(\delta, \text{FAD}(i))$, where $\delta$ is a small value.
- For node $i$: FAD($i$) = FAD($i$) - $\Delta$; SAD($i$) remains unchanged; and CFAD($i$) = CFAD($i$) - $\Delta$.
- Node $i$ piggybacks the updated CFAD($i$) value in the ACK to every child node $j$. Upon receiving the ACK, node $j$ updates FAD($j$) = CFAD($j$) - CFAD($i$) = FAD($j$) + $\Delta$, SAD($j$) = OAD($j$) - CFAD($i$) = SAD($j$) + $\Delta$, and CFAD($j$) = CFAD($i$) + FAD($j$).

Case II: $L(i) < \min_{j \in C_i} L(j) - \alpha$. In this case, node $i$ has a shorter lifetime than all of its children; hence, LBA will attempt to increase $L(i)$. According to Eq. (14), the lifetime of the parent node $L(i)$ is affected by both its outgoing data rate $\mu(i)$ and its incoming data rate $\sum_{j \in C_i} \mu(j)$. One possible adjustment strategy to increase $L(i)$ is to increase FAD($i$) to reduce $\mu(i)$. However, node $i$'s children $j \in C_i$ would have to reduce their FAD($j$) values in order to satisfy the end-to-end delay requirement, which results in an increased incoming data rate $\sum_{j \in C_i} \mu(j)$ to node $i$. Therefore, it is unclear whether this strategy will indeed extend $L(i)$. Similarly, it is also unclear how $L(i)$ may be affected if FAD($i$) is decreased (which will increase $\mu(i)$) and consequently FAD($j$) for each child $j$ is increased (which will increase $\sum_{j \in C_i} \mu(j)$). Due to such uncertainties, LBA allows node $i$ to examine the effects of multiple adjustment strategies (to increase/decrease FAD($i$) and consequently decrease/increase FAD($j$) in steps of $\delta$) on $L(i)$, until either an effective strategy has been found to increase $L(i)$ or all possible strategies have been attempted.

4.3. Handling of route and channel dynamics

In the presence of route and channel changes, to maintain the end-to-end delay requirement, it is critical to adjust the SAD and FAD values properly in a timely manner. In LBA, the maintenance procedure to handle route and channel dynamics is initiated by the leaf nodes. Consider a leaf node $\ell$ and let $k$ denote its parent node. Depending on the relation between OAD($\ell$) and CFAD($k$), node $\ell$ behaves differently as follows.

If OAD($\ell$) $\geq$ CFAD($k$), node $\ell$ simply updates SAD($\ell$) = OAD($\ell$) - CFAD($k$) so the end-to-end delay requirement is still satisfied after the update. For example, as shown in Fig. 6(b), when the link condition over (3, 1) improves and the communication delay is reduced to 1 s, node 3 computes its new OAD(3) = 8.0 s. As OAD(3) $\geq$ CFAD(1), node 3 updates SAD(3) = OAD(3) - CFAD(1) = 5.8 s.

On the other hand, if OAD($\ell$) $<$ CFAD($k$), the overall aggregation delay allowed at $\ell$ is more stringent than the cumulative forwarding aggregation delay from its parent node to the sink. In this case, the end-to-end delay may be temporally violated. To address this issue, node $\ell$ sets FAD($\ell$) = SAD($\ell$) = 0 s and sends a request to its parent node $k$ with OAD($\ell$) value embedded. Upon receipt of the request, node $k$ compares OAD($\ell$) with the CFAD value received from its own parent, say node $m$. There are two possible situations:

- If OAD($\ell$) $\geq$ CFAD($m$), node $k$ sets FAD($k$) = OAD($\ell$) - CFAD($m$) and leaves SAD($k$) unchanged. For example, as shown in Fig. 6(c), when node 3 switches its parent from node 1 to node 4, OAD(3) becomes 5.5 s which is less than CFAD(4) = 6.5 s. Consequently, node 3 sets SAD(3) = 0 s and sends a request to node 4. As OAD(3) $\geq$ CFAD(2), node 4 sets FAD(4) = OAD(3) - CFAD(2) = 1.1 s.

- If OAD($\ell$) $<$ CFAD($m$), node $k$ sets FAD($k$) = 0 s and sends a request to its parent $m$ with OAD($\ell$) embedded. This procedure continues till OAD($\ell$) can be accommodated by one of its ancestors. For example, as shown in Fig. 6(d), after $d(3, 4)$ changes from 1 s to 5 s, OAD(3) becomes 4.1 s which is less than CFAD(2) = 4.4 s. As a result, node 4 sets FAD(4) = 0 s and sends a request to node 2. As OAD(3) $>$ CFAD(1), node 2 sets FAD(2) = OAD(3) - CFAD(1) = 1.9 s and the system stabilizes. Note that, as a parent node always informs its children of the most updated CFAD value in the ACK, each child node can update its SAD accordingly. In the above example, node 4 sets SAD(4) = OAD(4) - CFAD(2) = 6.5 - 4.1 = 2.4 s.

4.4. Handling of packet loss

When the channel condition deteriorates, data or ACK packets may get lost, and a node may need to retransmit for multiple times before the data packet can be delivered successfully. As a result, more energy may be consumed for transmission. This issue has been dealt with in LBA by extending the nodal lifetime estimation (i.e., Eq. (14) in Section 3.3) to include ETX($i$) – the expected number of transmission attempts to deliver a data packet successfully from node $i$ to its parent node:

$$L(i) = \frac{e(i)}{\left[\frac{ETX(i)}{m} - \frac{1}{2}\right] + \tau(ETX(i)) \% m} \mu(i) + \frac{\phi}{\tau} + \tau \sum_{j \in C_i} \mu(j) P.$$  \hspace{1cm} (24)

Here, $m$ is the maximum number of trials before a node gives up its transmission attempt, till the next time it receives a beacon from the intended receiver. Note that the measurement of ETX is readily available in many routing protocols such as CTP [18], and thus not an extra overhead.
Fig. 6. Examples of maintaining the \((\rho = 80\%, \Theta = 20\ s)\) end-to-end delay requirement in the presence of channel and route dynamics.

Fig. 7. Implementation of LBA in TinyOS.

5. Implementation

5.1. Software component

We have implemented LBA in TinyOS 2.1.0 as a middleware component, which takes 248 bytes of RAM and 9180 bytes of ROM for a tree network where each non-leaf node has 10 children on average. As shown in Fig. 7, this component sits between the application and routing layers to aggregate self-generated data from the application layer and sensory data received from the routing layer, and then forwards the aggregated result to the routing component when the aggregation timer is fired. More specifically, when data packets from a child node arrive at the routing layer, the piggybacked control information is extracted, passed to, and processed at the LBA KernelM module, which implements the main logic of LBA. The NeighborMgmtM module manages neighbors’ information while the FwdAggM and SelfAggM modules maintain the aggregation timers. After deciding new FAD and SAD values, the LBA KernelM module notifies the FwdAggM and SelfAggM modules to adjust the aggregation timers accordingly; it also notifies the routing layer to piggyback the control information in the ACKs to child nodes.
In our experiments, we choose CTP [18] as the routing layer protocol to build and maintain the data collection tree, and RI-MAC [20] as the MAC layer protocol.

5.2. Hardware component

Among all the control information piggybacked in the data packets, nodal lifetime is an important one. In order to estimate the nodal residual energy and the nodal lifetime, we have designed and fabricated a TelosB power meter kit as shown in Fig. 8 for this purpose. This kit measures the nodal energy consumption rate, based on which we can calculate the total energy consumed so far and estimate the nodal residual energy and the nodal lifetime.

During the experiments, we notice that it may take weeks to completely drain fully-charged batteries of a TelosB node. In order to complete all the experiments within a reasonable amount of time while demonstrating the features and performances of evaluated protocols, we study how fast a TelosB node consumes a designated small amount of energy, and evaluate its nodal lifetime as the time period for this designated amount of energy to be consumed. This also allows us to start the experiments with nodes at different initial energy levels, which simplifies and speeds up the evaluation process significantly.

Another benefit of this experiment methodology is that the effect of battery leakage is eliminated from the evaluation results. However, in a real IoT network where we need to estimate how long a node can operate with a fully-charged battery, we have to deal with the battery leakage issue. One possible solution is to integrate battery leakage models [26,27] into nodal lifetime estimation to improve the accuracy of the results.

6. Experiment results

6.1. Experiment setup

We evaluate the performance of the proposed LBA scheme using experiments, and compare it in terms of network lifetime and end-to-end delay with:

- UPPER (theoretical upper bound): Obtained using Algorithm 1;
- SL (spread latency scheme): The delay-bounded, time-asynchronous, distributed data aggregation scheme proposed by Becchetti et al. [17]. To the best of our knowledge, this is the scheme most related to LBA, though it does not deal with network heterogeneity or dynamics.

We set up a testbed network of 32 TelosB nodes, which form a tree topology (shown in Fig. 9) where node 0 is the sink. The RI-MAC parameters are set to: $T_r = 1$ s, $\phi = 40$ ms, and $\tau = 40$ ms. The LBA parameters are set to: $\alpha = 10$ min and $\delta = 0.1$ s. The data generation rate at source nodes follows a uniform distribution between 0.8 s and 1.2 s. The end-to-end delay requirement $\Theta$ varies from 20 to 140 s, and $\rho = 80\%$. The full energy level of a node is set to 200 J which can support a TelosB node running for about 45 min at 100% radio duty cycle. Each point in the result figures is averaged over 5 experiment runs.

In each experiment, all nodes operate according to the evaluated aggregation scheme. That is, each node waits for a certain amount of aggregation delay, merges all the packets received or generated during the waiting time into a single packet, and then forwards it to the parent node.
6.2. Uniform initial nodal energy

Figs. 10 and 11 plot the experiment results when all nodes start with the full energy level. As shown in Fig. 10(a), when all nodes are sources, LBA yields a better performance than SL, but the performance improvement is not significant. This is due to the uniform initial nodal energy among all nodes. As shown in Fig. 10(c) and (d), SL results in a small deviation in residual nodal energy among nodes, which indicates that SL already performs well by assigning the aggregation delays fairly and statically to all nodes. Therefore, the additional benefit brought by LBA via dynamic assignment of aggregation delays is limited. Finally, Fig. 10(b) shows that the end-to-end delivery delay requirement is always satisfied when LBA is applied. We have similar observations from Fig. 11, which shows the results when only leaf nodes are sources.

6.3. Non-uniform initial nodal energy

We also run experiments with nodes starting with different initial nodal energy levels. Specifically, we select $x (< 32)$ nodes to start the experiments with $y$ percentage of the full energy level where $y < 100$; other nodes start with full energy. All nodes are sources. Fig. 12 plots the results when $x = 2$ and $y = 25$, and it can be seen that LBA yields a significantly longer network lifetime than SL. Note that, with LBA and SL, nodes start with the same initial distribution of aggregation delays. However, as the distribution of aggregation delays remains unchanged with SL after initial assignment, if there is a significant difference between nodal energy levels, the nodes with lower energy levels may die much earlier than the nodes with higher energy levels, which may lead to a shortened network lifetime. In comparison, with heterogeneous initial nodal energy, LBA adjusts the distribution of aggregation delays dynamically so that the nodes with lower energy levels may be
assigned more aggregation delays and hence transmit less frequently and consume less energy, which may lead to a more balanced nodal lifetime among nodes and yield a prolonged network lifetime.

To illustrate how LBA prolongs the lifetime of low energy (and hence short lifetime) nodes in the network, Fig. 13(b) and (c) plot the changing traces of nodal energy levels and aggregation delays of nodes along the path from node 28 to the sink (i.e., node 0), as shown in Fig. 13(a). We can see that when node 8 starts with 25% of the full energy level, its own aggregation delay keeps increasing while its parent’s (node 3) and child’s (node 16) aggregation delays keep decreasing. When node 16’s aggregation delay reaches zero, it gains aggregation delay from its own child (node 21) to compensate node 8. In other words, node 8 can get help not only from its direct parent or child nodes, but also from other nodes in the network indirectly. As a result, node 8’s energy drops more slowly than other nodes on the path, and the network lifetime is extended.

6.3.1. Impact of the initial nodal energy variation

To further evaluate the performance of LBA under network heterogeneity, we conduct two sets of experiments to evaluate the impact of the initial nodal energy variation on the network lifetime. In the first set, we vary the number of low-initial-energy nodes (denoted as $x$) from 0 to 8, while fixing the initial energy level of these nodes to $y = 25\%$ of the full energy level. As shown in Fig. 14(a), when $x > 0$, the performance of SL does not change much with different $x$ values, because the network lifetime achieved by SL is limited as long as there exists at least one low-initial-energy node. On the other hand, the performance gain of LBA over SL is less significant as $x$ increases. This is because, with more low-initial-energy nodes in the network, each of them obtains less amount of aggregation delay compensation and hence less lifetime improvement.

In the second set of experiments, we fix $x = 2$ while varying the initial energy level of these two nodes from $y = 100$ to $25\%$ of the full energy level. As shown in Fig. 14(b), as $y$ decreases, the performance of SL drops much faster than that of LBA. This is because the network lifetime achieved by SL is bounded by the shortest nodal lifetime among all nodes in the network. In comparison, with LBA, the nodal lifetime of low-initial-energy nodes can be increased through re-distribution of the aggregation delays. Though lower initial energy levels demand more re-distribution efforts and thus shorten the network lifetime, this effect is absorbed by all nodes along the same branch towards the sink; hence, the decreasing rate of the network lifetime is low with LBA.
Fig. 13. Traces of nodal residual energy and aggregation delays of nodes 3, 8, 16, and 21. Node 8 starts with 25% of the full energy level while others start with full energy.

Fig. 14. Impact of the initial nodal energy variation on the network lifetime. $x$ is the number of low-initial-energy nodes. $y$ denotes the initial energy level (as percentage of the full energy) of these $x$ nodes.

6.4. Performance under network dynamics

In addition to the experiments conducted with heterogeneous initial nodal energy, we evaluate the performance of LBA under a more realistic situation of network dynamics where the network topology and the data generation intervals vary over time. Specifically, in this experiment, the routing tree is dynamically updated using the CTP protocol rather than fixed as shown in Fig. 9. All nodes are sources. Each node varies its data generation interval randomly in a specified range every 100 packets.
Fig. 15. Performance comparison under various data generation intervals. Nodes 8 and 9 start with 25% of the full energy level while others start with full energy.

Fig. 16. Trace of aggregation delays after node 19 switches its parent from node 13 to 15 at the time instance of about 0.25 h.

Fig. 15 compares the network lifetime as the data generation interval varies in different ranges, where the "1-Xs" label along the X-axis means that the range is between 1 and X s. As we can see, LBA outperforms SL significantly, which indicates that LBA can adapt to the updates of routing activities and the changes in data generation intervals.

To illustrate how LBA handles the network dynamics, Fig. 16(b) plots the changing trace of aggregation delays of nodes 13, 15, and 19. Originally, node 13 is node 19’s parent and node 15 is a leaf node. At the time instance of about 0.25 h, due to routing updates, node 19 switches its parent from node 13 to node 15. Since the existing aggregation delay settings along the path from node 15 to the sink has been coordinated to achieve the end-to-end delay bound, after node 19 joins the path, the end-to-end delay from node 19 to the sink is over the delay requirement. Based on the LBA design described in Section 4.3, node 19 has to decrease its aggregation delay immediately after the route change. However, even after node 19 has dropped its aggregation delay to zero, the end-to-end delay requirement still cannot be satisfied. As a result, node 15 which is the new parent of node 19, also needs to reduce its aggregation delay, and then the end-to-end delay requirement can be satisfied. On the other hand, after node 19 changes its parent, node 13 becomes a leaf node and hence can increase its aggregation delay to reduce the outgoing data traffic, thus conserving energy.

7. Related work

7.1. Data aggregation to suppress traffic

Numerous in-network data aggregation schemes [22,23,28] have been proposed in the past. Fan et al. [22] proposed two methods to improve the data aggregation ratio: Data-Aware Anycast (DAA) for spatial convergence and Randomized Waiting (RW) for temporal convergence. To address the scalability issue present in the above work, Fan et al. further proposed a semi-structured approach called ToD [23] that uses a structure-less technique on an implicitly constructed packet forwarding structure. He et al. [28] isolated aggregation decisions into a module that resides between the network and data link layers.
to adaptively perform application-independent data aggregation. However, the timeliness of data delivery was not a technical concern of the afore-mentioned works.

7.2. Data aggregation for delay minimization

There have also been research efforts on designing and optimizing aggregation schedules to minimize data delivery delay. Wan et al. [29] proposed a set of rules to construct the minimum-latency schedule for data aggregation, subject to the interference constraint in synchronous time slotted networks. Yu et al. [30] studied how to build a collision-free schedule to minimize the data aggregation delay, and the work has been extended to multiple-sink scenarios in [31]. Bagaa et al. [32] studied the problem of minimizing data delivery delay in structureless and semi-structure data aggregation contexts. Assuming a time-slotted system and node-exclusive interference model, Joo et al. [33] proved a lower bound of the minimum sum of delay of all data packets. Nevertheless, all of these works targeted at minimizing the delay without considering the network lifetime.

7.3. Lifetime-delay tradeoff in data aggregation

Ye et al. [12] formulated the energy-delay tradeoff problem in data aggregation as a semi-Markov decision process by depreciating the data revenue as the aggregation holding time increases. Luo et al. [13] developed an algorithm to construct a max-lifetime shortest-path aggregation tree from the set of short spanning trees to strike a balance between nodal lifetime and data delivery delay. However, achieving an end-to-end data delivery delay bound was not a design objective in the above works.

To bound the end-to-end data delivery delay, many existing works [14–16] require time synchronization between neighboring nodes. Solis et al. [15] employed the concept of cascading timeout where a node’s aggregation timer is fired right before its parent’s to achieve a high aggregation degree with small delay overhead. Xiang et al. [16] explored the joint data aggregation and timeliness of data delivery problem, and proposed a utility-based scheme called tPack to minimize the whole network communication cost. Hariharan and Shroff [14] formulated the energy-delay tradeoff problem as an integer optimization problem. Different from these works, our scheme does not require time synchronization. Moreover, all of the afore-mentioned works aimed to minimize the network-wide energy consumption, without considering the lifetime balance between nodes which is critical in improving the network lifetime. Although Zhang et al. [34] explored how to satisfy the end-to-end delay constraint in an asynchronous, contention-based sensor network, the design objective was to maximize the amount of information collected within the delay bound, rather than improving the network lifetime.

Becchetti et al. [17] investigated the problem of energy-efficient data delivery within a delay bound and proposed two distributed schemes to balance the energy consumption between nodes. However, the proposed schemes only work in homogeneous and static networks (e.g., the battery quality, radio energy consumption rate, and initial nodal energy are the same for all nodes) whereas our scheme can deal with heterogeneous and dynamic situations.

7.4. Aggregation tree construction and optimization

There have also been works [35–38] on optimizing the aggregation tree structure to either minimize the total network energy consumption or maximize the network lifetime. Our scheme is orthogonal to these works, because our scheme can work with any aggregation tree structure, even in the presence of channel contention, routing updates, or other network dynamics.

8. Conclusions

This paper introduced a lifetime balanced data aggregation scheme, called LBA, for asynchronous duty cycle IoT networks. Through adaptively adjusting the aggregation delays of neighboring devices in a distributed manner, LBA effectively improves the lifetime of IoT devices with lower energy supplies and/or higher energy consumption and thus prolongs the IoT network lifetime. This has been verified by extensive experimental evaluations on a testbed. One interesting problem that demands further investigation is how to improve LBA to work with multiple sinks. Besides, how to combine LBA with energy-aware routing or MAC layer protocols to further prolong the IoT network lifetime is another direction of future work.
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