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Greedy Wire-Sizing Is Linear Time
Chris C. N. Chu and Martin D. F. Wong,Member, IEEE

Abstract—The greedy wire-sizing algorithm (GWSA) has been
experimentally shown to be very efficient, but no mathematical
analysis on its convergence rate has ever been reported. In this
paper, we consider GWSA for continuous wire sizing. We prove
that GWSA converges linearly to the optimal solution, which
implies that the run time of GWSA is linear with respect to
the number of wire segments for any fixed precision of the
solution. Moreover, we also prove that this is true for any starting
solution. This is a surprising result because previously it was
believed that in order to guarantee convergence, GWSA had
to start from a solution in which every wire segment is set to
the minimum (or maximum) possible width. Our result implies
that GWSA can use a good starting solution to achieve faster
convergence. We demonstrate this point by showing that the
minimization of maximum delay and the minimization of area
subject to maximum delay bound using Lagrangian relaxation
can be sped up by more than 50%.

Index Terms—Interconnect, performance optimization, wire-
sizing.

I. INTRODUCTION

W ITH the evolution of very large scale integration
(VLSI) fabrication technology, interconnect delay has

become the dominant factor in deep submicron design. In
many systems designed today, as much as 50% to 70% of
the clock cycle are consumed by interconnect delay [8]. As
technology continues to scale down, we expect the significance
of interconnect delay will further increase in the near future.

Wire sizing has been shown to be an effective technique for
interconnect optimization; see [8] for a survey of recent works.
In particular, the problem of minimizing weighted sink delay
by wire sizing has drawn a lot of attention. Basically, a routing
tree with a source, a set of sinks, and a set of wire segments
is given. Associated with each sink is a nonnegative weight
representing the criticality of the sink. The problem is to
determine the width of each wire segment so that the weighted
sum of the delays from the source to the sinks is minimized.
Solving this problem is a key to solving problems with many
other important objectives such as minimizing maximum sink
delay or minimizing total area subject to bounds on sink
delays. It is because [1] and [3] have shown that those
problems can all be reduced by Lagrangian relaxation to
a sequence of weighted sink delay problems. Thus having
efficient algorithms for the weighted sink delay problem is
very important for interconnect optimization.
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For the problem of minimizing weighted sink delay under
the Elmore delay model [13], a widely used technique is
optimal local resizing. The basic idea is to iteratively and
greedily resize the wire segments. In each iteration, the wire
segments in the tree are examined one by one. When a wire
segment is examined, it is resized optimally while keeping the
widths of all other segments fixed. This technique was first
introduced in [11] and was later extended to many other wire,
buffer, gate, driver and/or transistor sizing problems [1], [2],
[4]–[6], [9], [10].

In [11], discrete wire sizing (i.e., the segment widths must
be chosen from a given set of discrete choices) was considered.
The proposed algorithm was called greedy wire-sizing algo-
rithm (GWSA). GWSA does not give the optimal solution
directly as it can converge to nonoptimal solutions. Rather,
GWSA is used to get lower and upper bounds on the segment
widths of the optimal solution. Then dynamic programming
technique is used to find the optimal solution among all the
possible solutions satisfying the lower and upper bounds. As
the lower and upper bounds obtained by GWSA are close to
each other in most cases, the dynamic programming step is
usually very efficient.

In [2], GWSA was extended to continuous wire sizing (i.e.,
the segment widths can be from a continuous range of real
numbers). It was proved in [2] that for continuous wire sizing,
GWSA always converges to the optimal solution, provided that
all segments are set to their minimum (or maximum) possible
widths for the starting solution. However, if an arbitrary
starting solution is used, it is not known whether GWSA will
still converge. Moreover, even for min-width (or max-width)
starting solution, the convergence rate is not known.

In this paper, we analyze the convergence of GWSA for
continuous wire sizing. We prove that no matter what starting
solution is used, GWSA always converges to the optimal
solution. Furthermore, we prove that the convergence rate of
GWSA is linear for any starting solution. This implies that
the run time of GWSA is , where is the number
of wire segments and specifies the precision of the solution
(see Theorem 2). Hence, GWSA runs in time linear tofor
a fixed precision.

Being able to use an arbitrary starting solution is particu-
larly useful in optimizing other objectives (e.g., minimizing
maximum sink delay or minimizing total area subject to
bounds on sink delays) by Lagrangian relaxation. A problem
with other objective can be solved optimally by reducing it
to a sequence of weighted sink delay problems using the
Lagrangian relaxation technique. Previously, before solving
each weighted sink delay problem, in order to guarantee
convergence, all segments are reset to their minimum (or
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Fig. 1. An example of a routing tree.

maximum) possible widths to form the starting solution for
GWSA. However, since two consecutive weighted sink delay
problems in the sequence are almost the same (except that the
sink weights are changed by a little bit), the optimal solution
of the first weighted sink delay problem is close to the optimal
solution of the second one and, hence, a good starting solution
to the second one. So it is better not to reset the wire-sizing
solution before solving each weighted sink delay problem. We
experimentally verify that our new approach of not reseting is
much better than the previous approach of reseting each time.
We show that our approach can speed up the minimization of
maximum delay and minimization of area subject to maximum
delay bound using Lagrangian relaxation by more than 50%.

The rest of this paper is organized as follows. In Section II,
we present the weighted sink delay problem and the algorithm
GWSA considered in [2]. In Section III, we analyze the
convergence of GWSA. In Section IV, experimental results to
show the linearity of the run time of GWSA and the speedup
on optimizing other objectives using Lagrangian relaxation are
presented.

II. THE WEIGHTED SINK DELAY

PROBLEM AND THE ALGORITHM GWSA

In this section, we first present the continuous wire-sizing
problem with weighted sink delay objective and then the
algorithm GWSA considered in [2].

Assume that we are given a routing treeimplementing
a signal net which consists of a source (at the root)
with driver resistance , a set of wire segments

, and a set of sinks
(at the leaves) with load capacitance

. Associated with each sink is a nonnegative
weight representing the criticality of the sink. Assume
without loss of generality that . Basically, the
problem is to minimize the weighted sink delay for the routing
tree by changing the widths of the wire segments. See Fig. 1
for an example of a routing tree.

Let be the set of descendant wire segments or
sinks of (excluding ). Let be the set of
ancestor wire segments of (excluding ). Let
be the set of wire segments on the path from the driver to
the sink . For example, for the routing tree as shown
in Fig. 1,

Fig. 2. The model of wire segmentWi by a �-type RC circuit. Note that
the resistance and capacitance of the segment arer̂i=xi and ĉixi + fi,
respectively, wherêri is the unit width wire resistance,̂ci is the unit width
wire area capacitance,andfi is the wire fringing capacitance ofWi.

, and
.

For , let be the width of wire segment ,
and and be, respectively, the lower bound and the upper
bound on the width of . Therefore, for

. Let , which is referred
to as a wire-sizing solution. A wire segment is modeled as
a -type resistor-capacitor (RC) circuit as shown in Fig. 2.
The resistance and capacitance of wire segmentare
and , respectively, where is the unit width wire
resistance, is the unit width wire area capacitance, and
is the wire fringing capacitance of .

Let

i.e., is the total downstream sink weight of segment.
Let

i.e., is the weighted upstream wire resistance of segment
.

Let

i.e., is the total downstream wire area capacitance of
segment .

Let

i.e., is the total downstream wire fringing capacitance and
sink capacitance of segment .

Let

i.e., is the total wire area capacitance of the routing
tree .

Let

i.e., is the total wire fringing capacitance and sink
capacitance of the routing tree.
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The Elmore delay model [13] is used for delay calculation.
For a wire-sizing solution , the Elmore delay from the source
to the sink is given by

(1)

Then the weighted sink delay problem can be written as
follows:

Minimize

Subject to

Now we present the algorithm GWSA proposed in [2] for solv-
ing the weighted sink delay problem. The algorithm GWSA
is a greedy algorithm based on iteratively resizing the wire
segments. In each iteration, the wire segments are examined
one by one. When a wire segment is examined, it is resized
optimally while keeping the widths of all other segments fixed.
This operation is called an optimal local resizing of .

The following lemma gives a formula for optimal local
resizing. This lemma is similar to [2, Lemma 1 and Lemma
2]. However, wire fringing capacitance was not considered
in the original proof and the notation used in [2] were quite
different from those in this paper. So the proof is included for
completeness.

Lemma 1: For a wire-sizing solution ,
the optimal local resizing of is given by changing the
width of to

Proof:

by (1)

terms independent of

terms independent of

Note that and are also independent of . So
by the Kuhn–Tucker conditions [14], the optimal value of
between and which minimizes

is

Let children be the set of all children wire segments
of and let be the index of the parent wire segment
of . Then the algorithm GWSA is given at the bottom of
the next page. Note that since and are computed
incrementally in step S3 and S4, each iteration of GWSA takes
only time.

III. CONVERGENCE ANALYSIS OF GWSA

We discuss the convergence of GWSA in this section. In the
past, in order to guarantee convergence, GWSA always sets all
segments to their minimum (or maximum) possible widths for
the starting solution. For example, the original GWSA in [2]
sets to for all in the starting solution. With this starting
solution, it can be proved inductively that segment widths
are nondecreasing after each optimal local resizing operation.
Since each segment width is also upper bounded (by ),
the wire sizing solution must converge. We can prove similarly
that the wire sizing solution will also converge if is set to

for all in the starting solution. However, if an arbitrary
starting solution is used, it is previously not known whether
GWSA will still converge. Moreover, even for min-width (or
max-width) starting solution, the convergence rate of GWSA
is not known.

In the rest of this section, we first prove that the algorithm
GWSA always converges to the optimal solution for any start-
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ing solution (Theorem 1). Then we prove that the convergence
rate for any starting solution is always linear with convergence
ratio upper bounded by the parameterdefined as follows:

Note that is a constant such that . This implies that
the run time of GWSA is for any starting solution,
where specifies the precision of the solution (Theorem 2).

For the following two lemmas, we focus on segment
for some fixed . Note that during the optimal local resizing
operations just before the local resizing of at a particular
iteration (except the first iteration), each wire segment is
resized exactly once. Intuitively, the following two lemmas
show that during these resizing operations, if the changes
in all the segment widths are small, then the change in the
width during the local resizing of at that iteration will
be even smaller.

For some , let
and be, respectively, the wire-sizing
solutions just before the local resizing of at iteration

and of GWSA. Let

and

So by Lemma 1, and
.

Lemma 2: For any , if for all ,

then .

Proof: If for all , we have

and

Since and for all , we have

By the definition of , , or equiva-
lently,

Hence

(2)

and

as and (3)

ALGORITHM GWSA:

S1. Let be some starting wire-sizing solution.
S2. Compute ’s and ’s by a bottom-up traversal of using the following formula:

if connects directly to sink

children otherwise

if connects directly to sink

children otherwise

S3. Compute all ’s by a bottom-up traversal of using the following formula:

children

S4. Perform a top-down traversal of:
For each

S5. Repeat Step S3–S4 until no improvement.
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Similarly, since for all , we have
. By the definition of

, or equivalently

Hence, we can prove similarly that

(4)

and

(5)

By definitions of and , and by (3) and (4), we have

Similarly, by (2) and (5), we can prove that .

As a result, .

Lemma 3: For any , if for all ,

then .

Proof: By Lemma 2, if for
all , then . By Lemma 1,

and .
In order to prove , we consider three cases.

Case 1) .
Then . So

.
Case 2) .

Then . So
.

Case 3) and .
Then and

. So .

In order to prove , we consider another
three cases.

Case 1) .
Then . So

.
Case 2) .

Then . So
.

Case 3) and .
Then and

. So .

As a result, .
The following two lemmas give bounds on the changes of

segment widths after each iteration of GWSA. Let
be the starting wire-sizing solution, and

for , let be the wire-sizing
solution just after the-th iteration of GWSA.

Lemma 4: For any and , if

for all , then for all .

Proof: Assume without loss of generality that the wire
segments are indexed in such a way that a top-down traversal
of is in the order of . The lemma can be
proved by induction on.

Base Case) Consider the wire segment . Before
the local resizing of , the wire-sizing
solutions at iteration and are

and
, respectively. Since

for all , by Lemma 3,

we have .

Induction Step) Assume that the induction hypothesis is
true for . Before the local
resizing of , the wire-sizing solutions
at iteration and are

and

, respec-
tively. By induction hypothesis,

for .

Hence, for

, as . Also, it is given that

for .

So by Lemma 3, .

Hence, the lemma is proved.
Let .

Lemma 5: For any for

all .
Proof: This can be proved by induction on.

Base Case) Consider . Note that for any wire-
sizing solution

for all . For all

. Similarly, we can

prove that for all .

Induction Step) Assume that the induction hypothesis
is true for . Therefore,

for all . By Lemma 4,

for all .

Hence, the lemma is proved.
Theorem 1: GWSA always converges to the optimal wire-

sizing solution for any starting solution.
Proof: Since as . So

by Lemma 5, it is obvious that the algorithm GWSA always
converges for any starting wire-sizing solution. [2, Theorem 1]
proved that if GWSA converges, then the wire-sizing solution
is optimal. So the theorem follows.
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Let be the optimal wire-sizing
solution. The following lemma proves that the convergence
rate of GWSA is linear with convergence ratio upper bounded
by .

Lemma 6: For any for all .
Proof: For any and for any

Case 1) .

Then .

Similarly, we can prove .

Case 2) .

Then . So by Lemma 5,

where .

(6)

(7)

(8)

where (6) is because
, (7) is because , which implies

for ,
and (8) is because and

if .
So

Hence

Therefore, for both cases

It is easy to see that

So for any and for all

Since the convergence rate of GWSA is linear and the run
time of each GWSA iteration is , we have the following
theorem.

Theorem 2: The total run time of GWSA for any starting
solution is , where specifies the precision of the
final wire-sizing solution (i.e., for the optimal solution , the
final solution satisfies for all ).

Proof: By Lemma 6, for any and for all

In order to guarantee that for all , the
number of iterations must satisfy

or equivalently

In other words, at most iterations are enough.
Since each iteration of GWSA takes time, the total run
time is .

Therefore, to obtain a solution with any fixed precision,
only a constant number of GWSA iterations are needed. This
implies that the run time of GWSA is . As suggested by
the proof of Theorem 2, the number of iterations required for
convergence depends on the parameters, , and . The effect
of these parameters on the number of iterations is discussed
in the next section. We also demonstrate in Section IV that
GWSA usually takes only a few iterations in practice.

IV. EXPERIMENTAL RESULTS AND CONCLUDING REMARKS

In this section, we demonstrate the linearity of the run time
of GWSA in practice and the use of better starting solutions to
speed up the optimization of other objectives using Lagrangian
relaxation. We run the algorithm GWSA on a PC with a
200-MHz Pentium Pro processor and 32 MB of memory.

Fig. 3 shows the linearity of the run time of GWSA. We
use the clock trees obtained by applying the routing algorithm
in [12] to the data – in [15]. The number of segments in
these trees range from 533 to 6201. In order to have more data
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TABLE I
DEMONSTRATION OF THE ADVANTAGE OF BEING ABLE TO USE ANY STARTING SOLUTION. THE RUN TIME FOR THE OLD APPROACH

(RESET TO MIN-WIDTH BEFORE EACH CALL TO GWSA) AND OUR NEW APPROACH (DO NOT RESET) ARE LISTED

Fig. 3. Run time of GWSA verses number of segments. Run time of GWSA
is linear.

points, we construct ten trees from each tree by dividing each
tree edge into segments where . So we have
50 trees with the number of segments ranging from 533 to
62 010. The run time is plotted against the number of segment
in Fig. 3. It can be seen that the run time of GWSA is linear
in practice.

The number of iterations required for convergence depends
on the parameters, , and as suggested by the proof of
Theorem 2. For the experiment above,equals nine and
equals 10 . is defined at the beginning of Section III and its
value may be large (close to one) if it is calculated according
to the definition. However, is defined in such a way that
it can be conveniently used in the proofs. It is just a loose
upper bound on the convergence ratio. For the data shown in
Fig. 3, we observe the actual convergence ratio is only around
0.015–0.03. The number of iterations is just six for most cases.
In fact, even for some very extreme parameters like ,

, and , the number of iterations is at most
only.

We also investigate the dependency of the convergence
ratio on the technology parameters. If we use more advanced
technology, the ratio of the wire fringing capacitances and sink
capacitances to the wire area capacitance will become larger,

which will result in faster convergence. On the other hand, the
ratio of the driver resistance to the wire resistances will be-
come smaller, which will result in slower convergence. To find
out which of these two factors is dominating, we run GWSA
with different sets of technology parameters listed in [7]. We
observe that for more advanced technology, the convergence
ratio is smaller. For example, for the 0.13m technology, the
actual convergence ratio is only around 0.006–0.015.

To demonstrate the advantage of being able to use an
arbitrary starting wire-sizing solution, we optimize the clock
trees – using two different objectives. The first objective
is to minimize the maximum sink delay. The second objective
is to minimize the total wire area subject to a delay bound
of 10% more than the minimized maximum sink delay. These
problems are reduced by Lagrangian relaxation to a sequence
of weighted sink delay problems. Previously, before solving
each weighted sink delay problem, all segments are reset to
their minimum possible widths to form the starting solution
of GWSA. Our result implies that GWSA will still converge
even if we do not reset the segment widths. So in our new
approach, we do not reset and, therefore, the optimal solution
of a weighted sink delay problem is used as a better starting
solution to the next one in the sequence. The run time of the
previous approach and our new approach are listed in Table I.
For the old approach, each weighted sink delay problem takes
3.67 iterations of GWSA on average. For our approach, each
weighted sink delay problem takes only 1.12 iterations of
GWSA on average. The overall improvement on the run time
is 56.1% on average.

For future research, an interesting problem to look at is
whether our work can be extended to discrete wire sizing.
Another interesting problem is to analyze the convergence of
other local resizing based algorithms by our analysis technique.
The local resizing idea has been successfully applied to
many other wire, buffer, gate, driver and/or transistor sizing
problems [1], [4]–[6], [9], [10]. All these algorithms have
been shown experimentally to be very efficient. However,
just like the case of wire sizing alone, these algorithms are
known to converge only for min-width/size or max-width/size
starting solution, and the convergence rates are not known even
for min-width/size or max-width/size starting solution. In the
future, we would like to investigate the convergence rates of
these algorithms with arbitrary starting solution.
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