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Abstract

We consider the demixing problem of two (or more) high-dimensional vectors from nonlinear observations when the number of such observations is far less than the ambient dimension of the underlying vectors. Specifically, we demonstrate an algorithm that stably estimate the underlying components under general structured sparsity assumptions on these components. Specifically, we show that for certain types of structured superposition models, our method provably recovers the components given merely $n = O(s)$ samples where $s$ denotes the number of nonzero entries in the underlying components. Moreover, our method achieves a fast (linear) convergence rate, and also exhibits fast (near-linear) per-iteration complexity for certain types of structured models. We also provide a range of simulations to illustrate the performance of the proposed algorithm.

1 Introduction

The demixing problem involves disentangling two (or more) high-dimensional vectors from their linear superposition \cite{1, 2, 3, 4, 5}. In statistical learning applications involving parameter estimation, such superpositions can be used to model situations when there is some ambiguity in the parameters (e.g., the true parameters can be treated as “ground truth” + “outliers”) or when there is some existing prior knowledge that the true parameter vector is a superposition of two components. Mathematically, suppose that the parameter vector is given by $\beta = \Phi \theta_1 + \Psi \theta_2$ where $\beta, \theta_1, \theta_2 \in \mathbb{R}^p$ and $\Phi, \Psi$ are orthonormal bases. If a linear observation model is assumed, then given samples $y \in \mathbb{R}^n$ and a design matrix $X \in \mathbb{R}^{n \times p}$, the goal is to recover the parameter vector $\beta$ that minimizes a loss function $L(X, y; \beta)$. We focus on the sample-poor regime where the dimension far exceeds the number of samples; this regime has received significant attention from the machine learning and signal processing communities in recent years \cite{6, 7}.

However, fitting the observations according to a linear model can be restrictive. One way to ease this restriction is to assume a nonlinear observation model:

$$y = g(X \beta) + e = g(X (\Phi \theta_1 + \Psi \theta_2)) + e,$$

where $g$ denotes a nonlinear link function and $e$ denotes observation noise. This is akin to the Generalized Linear Model (GLM) and Single Index Model (SIM) commonly used in statistics \cite{8}. Here, the problem is to estimate $w$ and $z$ from the observations $y$ with as few samples as possible.

The above estimation problem is challenging in several different aspects: (i) there is a basic identifiability of issue of obtaining $\theta_1$ and $\theta_2$ even with perfect knowledge of $\beta$; (ii) there is a second identifiability issue arising from the nontrivial null-space of the design matrix (since $n \ll p$); and (iii) the nonlinear nature of $g$, as well as the presence of noise $e$ can further confound recovery.

Standard techniques to overcome each of these challenges are well-known. By and large, these techniques all make some type of sparseness assumption on the components $\theta_1$ and $\theta_2$ \cite{7}; some type of incoherence assumption on the bases $\Phi$ and $\Psi$ \cite{9, 10}; some type of restricted strong convexity...
In this short paper, we demonstrate an algorithm that stably estimate the components $\theta_1$ and $\theta_2$ under general structured sparsity assumptions on these components. Structured sparsity assumptions are useful in applications where the support patterns (i.e., the coordinates of the nonzero entries) belong to certain restricted families (for example, the support is assumed to be group-sparse [12]). It is known that such assumptions can significantly reduce the required number of samples for estimating the parameter vectors, compared to generic sparsity assumptions [13][14][15].

We note that demixing approaches in high dimensions with structured sparsity assumptions have appeared before in the literature [1][2][16]. However, our method differs from these earlier works in a few different aspects. The majority of these methods involve solving a convex relaxation problem; in contrast, our algorithm is manifestly non-convex. Despite this feature, for certain types of structured superposition models our method provably recovers the components given merely $n = O(s)$ samples; moreover, our methods achieve a fast (linear) convergence rate, and also exhibits fast (near-linear) per-iteration complexity for certain types of structured models. Moreover, these earlier methods have not explicitly addressed the nonlinear observation model (with the exception of [17]). We show that under certain smoothness assumptions on $g$, the performance of our method matches (in terms of asymptotics) the best possible sample-complexity.

### 2 Preliminaries

Let $\|\cdot\|_q$ denote the $\ell_q$-norm of a vector. Denote the spectral norm of the matrix $X$ as $\|X\|$. Denote the true parameter vector, $\theta = [\theta_1^T \theta_2^T]^T \in \mathbb{R}^{2p}$ as the vector obtaining by stacking the true and unknown coefficient vectors, $\theta_1$, $\theta_2$. For simplicity of exposition, we suppose that components $\theta_1$ and $\theta_2$ have block sparsity with sparsity $s$ and block size $b$ [13] (Analogous approaches apply for other structured sparsity models.)

The problem (1.1) is inherently unidentifiable and to resolve this issue, we need to assume that the coefficient vectors $\theta_1$, $\theta_2$ are distinguishable from each other. This issue is characterized by a notion of incoherence of the components $\theta_1$, $\theta_2$ [5].

**Definition 2.1.** The bases $\Phi$ and $\Psi$ are called $\varepsilon$-incoherent if $\varepsilon = \sup_{\|u\|_2 \leq s, \|v\|_2 \leq s} |\langle \Phi u, \Psi v \rangle|$. For the analysis of our proposed algorithm we need the following standard definition [6]:

**Definition 2.2.** $f : \mathbb{R}^{2p} \to \mathbb{R}$ satisfies Structured Restricted Strong Convexity/Smoothness (SRSC/SRSS) if:

$$m_{4s} \leq \|\nabla^2_x f(t)\| \leq M_{4s}, \quad t \in \mathbb{R}^{2p},$$

where $\xi = \text{supp}(t_1) \cup \text{supp}(t_2)$, for all $t_i \in \mathbb{R}^{2p}$ such that $t_i$ belongs to $(2s, b)$ block-sparse vectors for $i = 1, 2$, and $m_{4s}$ and $M_{4s}$ are (respectively) the SRSC and SRSS constants. Also $\nabla^2_x f(t)$ denotes a $4s \times 4s$ sub-matrix of the Hessian matrix $\nabla^2 f(t)$ comprised of row/column indices indexed by $\xi$.

Also, we assume that the derivative of the link function is strictly bounded either within a positive interval, or within a negative interval.

### 3 Algorithm and main theory

In this section, we describe our algorithm which we call it Structured Demixing with Hard Thresholding (STRUCT-DHT) and our main theory. To solve demixing problem in (1.1), we consider the minimization of a special loss function $F(t)$ following [5]:

$$\min_{t \in \mathbb{R}^{2p}} F(t) = \frac{1}{m} \sum_{i=1}^{m} \Phi(x_i^T \Gamma t) - y_i x_i^T \Gamma t$$

s. t. $t \in D$

(3.1)

where $\Theta(x) = \int_{-\infty}^{x} g(u) du$ denotes as the integral of the link function $g$, $\Gamma = [\Phi \; \Psi]$, $x_i$ is the $i^{th}$ row of the design matrix $X$ and $D$ denotes the set of length-2$p$ vectors formed by stacking a pair of
At a high level, STRUCT-DHT tries to minimize loss function defined in (3.1) (tailored to Algorithm 1 Structured Demixing with Hard Thresholding (STRUCT-DHT)

Theorem 3.1. Consider the observation model (1.1) with all the assumption and definitions mentioned in the section[2] Suppose that the corresponding objective function \( F \) satisfies the Strong SRSS/SRSC properties with constants \( M_{\text{ss}} \) and \( m_{\text{ss}} \) such that \( 1 \leq \frac{M_{\text{ss}}}{m_{\text{ss}}} \leq \sqrt{3} \). Choose a step size parameter \( \eta' \) with \( \frac{0.5}{M_{\text{ss}}} < \eta' < \frac{1.5}{m_{\text{ss}}} \). Then, DHT outputs a sequence of estimates \( (\theta_1^k, \theta_2^k) \) \( (t^k = \hat{\beta}_{1; \theta_1^k} + \hat{\beta}_{2; \theta_2^k}) \) such that the estimation error of the parameter vector satisfies the following upper bound (in expectation) for any \( k \geq 1 \):

\[
\|t^{k+1} - \theta\|_2 \leq (2q)^k \|t^0 - \theta\|_2 + C\tau \sqrt{\frac{s}{m}},
\]

where \( q = 2\sqrt{1 + \eta'^2 M_{\text{ss}}^2 - 2\eta' m_{\text{ss}}} \) and \( C > 0 \) is a constant that depends on the step size \( \eta' \) and the convergence rate \( \eta \). Here, \( \theta \) denotes the true parameter vector defined in section[2]

Proof sketch. The proof follows the same technique used to prove Theorem 4.6 in [1]. The main steps are as follows. Let \( b \in \overline{\mathbb{R}}^p = [b'_1; b'_2] = t^k - \eta' \nabla F(t^k), b = t^k - \eta' \nabla J F(t^k) \) where \( J = \text{supp}(t^k) \cup \text{supp}(t^{k+1}) \cup \text{supp}(\theta) \) and \( b'_1, b'_2 \in \overline{\mathbb{R}}^p \) (Here, \( \theta = [\theta_1; \theta_2] \) denotes the true parameter vector). Also define \( t^{k+1} = P_{\mathcal{S}_\alpha}(b') = [P_{\mathcal{S}_\alpha}(b'_1); P_{\mathcal{S}_\alpha}(b'_2)] \). Now, by the triangle inequality, we have:

\[
\|t^{k+1} - \theta\|_2 \leq \|t^{k+1} - b\|_2 + \|b - \theta\|_2.
\]

The proof is completed by showing that \( \|t^{k+1} - b\|_2 \leq 2\|b - \theta\|_2 \). Finally, we use the Khintchine inequality [13] to bound the expectation of the \( \ell_2 \)-norm of the restricted gradient function, \( \nabla F(\theta) \) (evaluated at the true parameter vector \( \theta \)) with respect to the support set \( J \).

\[ \square \]
Inequality (3.2) indicates the linear convergence behavior of our proposed algorithm. Specifically, in the noiseless scenario to achieve \( \kappa \)-accuracy in estimating the parameter vector \( \hat{t} = [\hat{\theta}_1; \hat{\theta}_2] \), \text{STRUCT-DHT} only requires \( \log \left( \frac{1}{\kappa} \right) \) iterations. We also have the following theorem regarding the sample complexity of Alg. 1:

**Theorem 3.2.** If the rows of \( X \) are independent subgaussian random vectors [18], then the required number of samples for successful estimation of the components, \( n \) is given by \( O \left( \frac{s}{\log p} \right) \). Furthermore, if \( b = \Omega \left( \log \frac{s}{p} \right) \), then the sample complexity of our proposed algorithm is given by \( n = O(s) \), which is asymptotically optimal.

**Proof.** The proof is similar to the proof of Theorem 4.8 in [3] where we derived upper bounds on the sample complexity by proving the RSC/RSS for the objective function \( F \). Here, the steps are essentially the same as in [3], except that we need to compute union bound over the set of \((s, b)\) block-sparse vectors. This set is considerably smaller than the set of all sparse vectors and results in an asymptotic gain in sample complexity.

The big-Oh constant hides dependencies on various parameters, including the coherence parameter \( \varepsilon \), as well as the upper bound and lower bounds on the derivative of the link function \( g \).

**4 Numerical results**

To show the efficacy of \text{STRUCT-DHT} for demixing components with structured sparsity, we numerically compare \text{STRUCT-DHT} with ordinary DHT (which does not leverage structured sparsity), and also with an adaptation of a convex formulation described in [11] that we call \text{Demixing with Soft Thresholding} (DST). We first generate true components \( \theta_1 \) and \( \theta_2 \) with length \( p = 2^{16} \) with nonzeros grouped in blocks with length \( b = 16 \) and total sparsity \( s = 656 \). The nonzero (active) blocks are randomly chosen from a uniform distribution over all possible blocks. We construct a design (observation) matrix following the construction of [19]. Finally, we use a (shifted) sigmoid link function given by \( g(x) = \frac{1}{1+e^{-x}} \) to generate the observations \( y \). Fig 1 shows the the performance of the three algorithms with different number of samples averaged over 10 Monte Carlo trials. In Fig 1(a), we plot the probability of successful recovery, defined as the fraction of trials where the normalized error is less than 0.05. Fig 1(b) just shows the normalized estimation error for these algorithms. As we can see, \text{STRUCT-DHT} shows much better sample complexity (the required number of samples for obtaining small relative error) as compared to DHT and DST.
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